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ABSTRACT

This technical report describes the technical and scientific work carried out in Annex 25, and
the applications developed during the annex. Amnex 25, Real Time Simulation for Building
Optimisation, Fault Detection and Diagnosis, was a part of the work of the IEA Energy
Conservation in Buildings and Community Systems Programme.

This report inciudes papers on Building Optimisation and Fault Diagnosis (BOFD) system
applications, BOFD-method applications and some papers on BOFD-tools. Method
applications deal with fault detection and diagnosis of a single component or of a subprocess
whereas system applications include fault analysis of HVAC-system in consideration and the
steps leading to development of BOFD-methods for the components and processes of that
system.

Annex 25 reports consist of two volumes:
Volume I: Building opimization and fault diagnosis source book
Volume II: Technical papers of IEA Annex 25

This report, volome I1, consists of three parts: system applications, method applications, and
tools. Each part gives examples of applications of the concepts that are presented in volume [
The parts and sections in this volume are written as separate technical papers, reviewed and
only published together without any further edition. Some of the papers are reprints of
conferences and other publications, and the purpose of reprinting them also here is that the
major part of the research reported in them was carried out as contribution to Annex 25.



PREFACE
International Energy Agency

The Intemnational Energy Agency (IEA) was established in 1974 within the framework of the
Organisation for Economic Co-operation and Development (OECD) to implement an International
Energy Programme. A basic aim of the IEA is to foster co-gperation among twenty-one IEA
Participating Countries to increase energy security through energy conservation, development of
altenative energy sources and energy research development and demonstration (RD&D) This is
achieved in part through a programme of collaborative RD&D consisting of forty-two Implementing
Agreements, containing a total of over eighty separate energy RD&D projects.

Energy Conservation in Buildings and Commumity Systems

The IEA sponsors research and development in a number of areas related to energy. In one of these
areas, energy conservation in buildings, the IEA is sponsoring various exercises to predict more
accurately the energy use of buildings, including comparison of existing computer programs, building
monitoring, comparison of calculation methods, as well as air quality and studies of occupancy.
Seventeen countries have elected to participate in this area and have designated contracting parties to the
Implementing Agreement covering collaborative research in this area. The designation by governments of
a number of private organisations, as well as universities and government laboratories, as contracting
parties, has provided a broader range of expertise to tackle the projects in the different technology areas
than would have been the case if participation was restricted to governments. The importance of
associating industry with goverrment sponsored energy research and development is recognised in the
IEA, and every effort is made to encourage this trend.

The Executive Committee

Overall control of the programme is maintained by an Executive Committee, which not only monitors
existing projects but identifies new areas where collaborative effort may be beneficial. The Executive
Committee ensures that all projects fit into a pre-determined strategy, without unnecessary overlap or
duplication but with effective liaison and communication the Executive Committee has initiated the
following projects to date (completed projects are identified by *):

I Load Energy Determination of Buildings * II Ekistics and Advanced Community Energy Systems * 111
Energy Conservation in Residential Buildings * IV Glasgow Commercial Building Monitoring *
V Air Infiltration and Ventilation Centre VI Energy Systems and Designs of Communities *
VII Local Government Energy Planning * VIII Inhabitant Behaviour with Regard to Ventilation *
IX Minimum Ventilation Rates * X Building HVAC Systems Simulation * XI Energy Auditing *
X Windows and Fenestration * XIII Energy Management in Hospitals * XTIV Condensation *
XV Energy Efficiency in Schools * XVI BEMS - 1: Energy Management Procedures * XVII BEMS -
2: Evaluation and Emulation Techniques * XVII Demand Controlled Ventilating Systems *
XIX Low Slope Roof Systems XX Air Flow Pattens within Buildings * XXI Environmental
Performance XXI Energy Efficient Communities XXIII Multizone Air Flow Modelling *
XXIV Heat, Air and Moisture Transport XXV Real Time Simulation of HVAC Systems for Building
Optimisation, Fault Detection and Diagnosis XXVI Energy Efficient Ventilation of Large Enclosures
XXVII Evaluation and Demonstration of Domestic ventilation Systems XXVIII Low Energy Cooling
Systerns XXIX Daylight in Buildings XXX Bringing Simulation 1o Application
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FOREWORD

This report is a collection of technical papers describing the technical work carried out by
participants in Annex 25. The papers are written as separate papers, reviewed internally in
the annex and only published together without any further edition. Some of the papers are
reprints of conferences and other publications. The purpose of reprinting them also here is
that the major part of the research reported in them was carried out as contribution to
Annex 25.

The background information and the main results of the Annex 25 collaboration is
published as a separate volume and it is called the Building Optimisation and Fault
Diagnosis Source book. This technical report is organised following the outline of the
Source Book. The work carried out and the results achieved in the annex can roughly be
divided in three parts: BOFD systems applications for HVAC systems, BOFD method
applications, and tools for developing BOFD methods and systems. This same division can
be found in the outline of the Source Book chapters 3 - 5 and the same is followed here in
order to assist the reader to associate the technical papers of this report to sections in the
Source Book. Some of the technical papers could be associated to more than one section
of the Source Book . In those cases the place of a paper is chosen by the operating agent
of the annex according to the advice from the authors of that paper.
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A Neural Network Prototype for Fault Detection
and Diagnosis of Heating Systems

Xiaoming Li, Jean-Christophe Visier and Hossein Vaezi-Nejad

CSTB (French Scientific and Technical Building Centre)
Department ENEA
BP 02, F-77421 Marne La Vallee, Cedex 2, France

ABSTRACT

An Artificial Neural Network (ANN) prototype for Fault Detection and Diagnosis
(FDD) in compiex heating systems is presented in this paper. The six operating
modes with faults used to develop this prototype stemmed from a detaited
investigation in co-operation with heating systems maintenance experts, and are
among the most important operating faults for this type of system. The prototype
has been developed by using the daily values obtained by a pre-processing
procedure of the simulation data of one reference heating system, and then
generalized to four heating systems not used during the training phase.

This paper demonstrates the feasibility of using ANN for detecting and diagnosing

faults in heating systems provided that training data representative of the
behaviour of the systems with and without faults are available.

Key-words:

boiler, control, energy conservation, gas fired, maintenance, office building, space
heating , valve.

* X. Li, J.C. Visier and H. Vaezi-Nejad are PhD and Research Engineers in
the

HVAC Department (ENEA), CSTB (French Scientific and Technical Building
Center), Marne-la-Vallée, France.
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ABSTRACT

An Artificial Neural Network (ANN) prototype for Fault Detection and Diagnosis
(FDD) in complex heating systems is presented in this .paper. The six operating
modes with faults used to develop this prototype stemmed from a detailed
investigation in co-operation with heating systems maintenance experts, and are
among the most important operating faults for this type of system. The prototype
has been developed by using the daily values obtained by a pre-processing
procedure of the simulation data of one reference heating system, and then
generalized to four heating systems not used during the training phase.

This paper demonstrates the feasibility of using ANN for detecting and diagnosing
faults in heating systems provided that training data representative of the
behaviour of the systems with and without faults are available.

INTRODUCTION

As technical systems of buildings develop, their operations get more difficult for an
average operator to understand. Buildings get more intelligent but the users do
not. Understanding the relationship between cause and effect is more difficult than
in the past because of complex relationships in the building's processes. So it is
necessary to develop the tools which support the operator in decision-making for
building optimisation as well as recovery from a faulty state. The tools should
focus on the underlying defects and give instructions on corrective action to be
taken in a simple and understandable way.

Various methods can be used to resolve a failure in a process. The development
of defects can be monitored with special condition monitering instrumentation to
obtain information on the need for maintenance. These monitoring systems are
usually separated from building automation systems and need specific
instrumentation of their own. For instance, vibration analysis systems which are
used in industrial processes can be used for condition monitoring. Also various
maintenance programs can be used to prevent serious defects and to schedule
maintenance for maximum convenience. In maintenance programs the process is
inspected and maintained at constant time intervals independent of the true
condition of the process. The main disadvantages of ail these fault detection
methods are: that they are expensive because of special instrumentation; or that
they cannot be operated in real-time application.

The development of Energy Management and Control Systems (EMCS) makes
possible to measure a great number of variables on Heating, Ventilating, and Air-
Conditioning (HVAC)-systems of middle or large size. Today, it is known that
these systems are widely used for automating HVAC-system operation, for its
remote control, and for detecting operating faults with great magnitudes. But The
makers of EMCS do not propose the tools to aid the operator in diagnosing the
defects that cause the faulty process operation. A-small number of users of EMCS
have deveioped this type of tool; however, because of the lack of time and means,
they can only develop some very limited tools of this type, and this prevents them
from diffusing easily these tools.

12



The Intemational Energy Agency (IEA) established, in the framework of Annex 25,
a research program whith the main goal to develop methodologica! procedures,
within a defined concept, for the real-time and automatic performance
optimisation, diagnosis and fault detection of HVAC processes. The ultimate goal
of the project will be Building Optimisation and Fault Detection (BOFD) prototypes
that are implementable in EMCS (Hyvarinen, 1993).

The work reported in this paper is a part of the work undertaken by French
partners which concems the application of Artificial Neural Networks (ANNs) to
develop FDD methodologies in HVAC-systems.

The paper is composed of: data base generation; neural network structures
development; retained network generalization; discussion and conclusion about
this work.

DATA BASE GENERATION

A data base representing the different operating modes of a system with and
without fault is necessary for developing FDD knowledge-based methods. This
data base can be obtained either by measurement on a real system or a testing
bench or by computer simulation. For this project, taking advantage of
mathematical models already established to simulate the running modes of a
heating system without faults , computer simulation was used to obtain the data
base.

The work achieved consists of: determining a reference heating system as a
support for typical fault assessment and fault simulation, modelling the
components with the most important faults and simulating the behaviour of the
whole system with these faults, selecting simulation data to develop FDD
methodologies, and choosing the pertinent parameters which can most easily
discriminate the different chosen faults,

Reference System
The system used for computer simulations is a simplified version of the reference
heating system (see Figure 1) described by Visier and Li {(Hyvarinen, 1993) in the

framework of IEA-Annex 25. Note that this type of system is very common in
Europe.

13



heat flow (kW)

heat flow (kW)

70

E
=
=

80 2
-
t
-
=

50
“ £
30 =
E
20 |
10 E - SR ey < R D
oglll!i!lllill[!il__llllt X
-16 -10 5 0 5 . 10 1§ 20
outdoor temperature (°C)
fig. 3: hourly means of heat consumption (Mo-Su)
1 -04.00 a.m. - 10.00 p.m.
2 -10.00 p.m. - 04.00 a.m.
3 -00.00 a.m. - 12.00 p.m. (regression)
4 - theor.
80 -~ - ‘
80 i
0 Em
W
50 |- (s :
“w E
30 E
20 £ .
10 E
0;11_Lli1_1|111r1i111:;||1i1;11i o]

.
-
-]

10 5 0 5 10 15 20
outdoor temperature (°C)

fig. 4 daily means of heat consumptidh (Mo-Su)

65



~ |
/- N
—~ | K
]
-

HEATING SYSTEM

Figure 1 - Reference heating system

The main characteristics of the system are as follows:

- The building is representative of a middle sized office building or of a school
(2000m?-21500 2, 5 floors).

- The heat generation plant includes two classical gas fired boilers. The secondary
loop (distribution loop) has two circuits : north and south circuits.

- The modelling of the office building and of the radiators in this building was
simplified to two zones (north and south zones).

- Each heating circuit (northermn/southem) has its own control system and can be
controlled independently. One supposes a typical weekly occupation, meaning
days of occupancy from 8 a.m. to 6 p.m. and two days of unoccupancy during all
the heating season (a typical office building or school occupancy). The
Operational Mode Controller (OMC) of each circuit determines in which mode the
circuit is controlled. The OMC distinguishes four operation modes:

1° Stop heating. During an unoccupied period the heating of the building is
stopped partially or totally. The beginning of stop heating and the beginning of the
unoccupied period are coincident.

2° Reduce heating. During an unoccupied period, when the indoor temperature of
building goes down to its low limit (antifreeze for example}, the OMC generates a
signal which effects the starting of the reduced heating and the maintenance of
the indoor ternperature at this low limit.

14



3° Boost heating. After a period of stop or reduce heating, the boost heating
beginning time is calculated mainly according to the outdoor temperature, the low
limit of indoor temperature and the building inertia in order to optimize the energy
consumption and to ensure the user's comfort at the beginning of occupancy
period. During a boost heating period, the two boilers are working with full power
in order to minimize the boost heating duration. During this period the two three-
way-valves (north and south) are open totally. At the beginning of the boost period
the opening of these valves can be slowed down to prevent the primary retum
water temperature from being too low. The OMC transfers control to the regulator
(normal heating) at the beginning of the occupancy period or as soon as the
measured indoor temperature passes beyond its set point before the occupancy
period.

- 4° Normal heating. During an occupancy period, the OMC keeps the indoor
temperature at its set point by means of the heating curve (supply water
temperature control) and the thermostatic valve in each room.

Modelling-Simulation of the Operating Faults

The simulation of the building and its heating system was performed using a
commercial simulation software and a library (models) of HVAC components. This
library includes a dynamic representation of the different components (building,
boilers, pipes, valves, radiators, controllers...). The building model has been
simplified to a two zones’'model. It is derived from the second order model initially
developed by Laret (Laret, 1980). A description of the component models and their
validation is given by Caccavelli (Caccavelli et al. 1991).

The simulation of the plant includes a detailed modeliing of the control system:
OMC, heating curve and thermostatic valve. The models of the control systems
were developed in order to represent standard and actually existing components
instead of optimal components. The control of the temperatures of the supply water
to the heated zones includes an outside temperature reset (heating curve) which is
mandatory in French regulations. It does not include a sun radiation reset which is
not often implemented on such plants. The modelled optimum start controller which
is integrated in the modelled OMC has the same limits as existing optimum start
controllers (Visier et al.,, 1994) and does not evaluate perfectly the duration of the
boost heating.

Simulation of the most important operating faults was necessary for the
construction of the data set. These operating faults came from the results of the
questionnaires answered by 46 maintenance experts of heating systems in France
(Li and Visier, 1995). Design faults were not simulated at the present time. However
it will be necessary to verify the robustness of the developed FD method in the
presence of design faults.

The seven operating modes (six categories of fault mode and one reference normal

mode), that is seven classes in terms of pattem recognition (Dubuisson, 1990),
under consideration in our simulation are modelled as follows:

15



Class n°0 (referred as "normal class"): a reference fault free mode. This normal
mode is not optimal but is representative of what can be considered as a normal
mode in a real building. In particular the sub optimal behaviour of existing
controllers which are described above are not considered as faults.

Class n°1 (referred as "combustion class” ): bad combustion of the burner of the
boiler. There are many types of bad combustion : air excess rate too high, air
excess rate insufficient, large variation of calorific value. The fault of air excess rate
too high was chosen to simulate this type of fault.

Class n°2 (referred as "heat exchanger class"): ditiness (flue gas side) and scale
formation (water circulating side) of the heat exchanger of boiler. This fault is
simulated by changing the heat transfer coefficient between water side and flue gas
side.

Class n°3 consisting of two sub classes: the first is related to the faults of heating
curve too high (class n°31)}, the second to the faults of heating curve too low (class
n°32 referred as "heating curve class"). The latter means the supply hot water
temperature of the distribution circuit is too low to satisfy the need of heat power to
maintain an indoor air temperature at its set point. At the first stage only the class
n°32 was simulated for ali the two zones (north and south) of the building. This fault
was simulated by giving the supply water temperature a value which is 10°C lower
than its design value.

Class n°4 is seperated into two classes: the class n°41 i.e. the boost heating starts
too early (referred as "early boost class"); and the class n°42 i.e. the boost heating
starts too late (referred as "late boost class"). To simulate these classes, the
maximum boost heating duration in the OMC model was increased (simulation of
early boost} or decreased (simulation of late boost). The maximum boost heating
duration is defined according to a basic outdoor temperature (-7°C for example)
and a low limit indoor temperature (14°C for example). Either for a real heating
system or with the help of a numerical simulator, this value is obtained by
proceeding by trial and error and is generally different according to different
buildings.

Class n°5 (referred as "leaky valve class"): three-way-valve (for the control of the
secondary circuits) non-watertight in closed position (leakage from the direct way to
bypass) or limiter stroke badly positioned. This fault was simulated by an opening of
10% of the north circuit three-way-valve which should be closed in a normal
operating mode.

All these classes have been simulated in five different heating systems for
purposes of constructing a data base. This data base will be used not only to
develop the neural network structures but also to test the generalization capacity of
the developed network structures.

The five heating systems are briefly described here in below:

16



- System O: a reference heating system with the following characteristics:
- normal room temperature set point :19°C

- radiators size adapted to a supply temperature of 73°C for an
outdoor temperature of -5°C

- jow inertia building

- reduced room temperature set point :14°C

- System 1: with the same characteristics of the reference one but with normal
room temperature set point of 21°C

-System 2: with the same characteristics of the reference one but with oversized
radiators. The radiators size adapted to a supply temperature of 63°C for an
outdoor temperature of -5°C

- System 3: with the same characteristics of the reference one but with a high
inertia building

- System 4: with the same characteristics of the reference one but with reduced
room temperature set point equal 16°C:

Choice of the Simulation period for Training Network Structures

Both the choice of the simulation duration and that of the parameters selection for
the purpose of training are based only on the reference system (that is System 0).

The simulation duration of each fault for each heating system, extends a whole
heating season of one year (September-April), representing 196 days (28 weeks x
7 days/week).

We have used a data base comprising 70 days (24h per day) (14 weeks from
Monday to Friday) for all the seven classes of the reference system in order to
develop the neural network structures (Li, 1996). This data base is divided into two
parts: first (35 days) for training the networks; second (35 days) for testing the
networks. Both training and testing data sets include fall, winter and spring data.

Data Pre-Processing and Parameters Selection

Well-chosen pertinent parameters mean well-chosen network inputs. Cne facet of
neural networks is that a statistical understanding of the relationships between the
independent and the dependent parameters is not needed. However, as with any
modelling method, improved performance for a network can be expected when
well-chosen independent parameters are used.
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For this type of system, a daily diagnosis seems sufficient. This is why the useful
information of the data base is filtered to daily values. The filtering procedure is
defined below. It consists in averaging values of different variables on specific
time periods. The time periods are selected to represent a specific operating
mode of the system. Consequently, each simulated class comprises 70 patterns
corresponding to 70 simulation days. The whole of the seven classes
comprises 490 patterns (70 pattems/class x 7 classes) which will be used for
training and testing the neural networks. The following parameters have been
chosen to construct the network inputs (Li, 1996):

(1) Tfgb (mean flue gas Temperature of boiler during the boost heating period)
which helps to discriminate the classes n°1 and n°2 from the other classes;

(2) Trocc (mean room temperature from 10 a.m. to 6 p.m.) which helps to
discriminate the class n°32 from the other classes. This variable is
representative of the room Temperature during occupied period;

(3) Tr6( room Temperature at 6 a.m. i.e. 2 hours before beginning of occupation
period) which helps to discriminate the class n°41 from the other classes,

(4) Tr8( room Temperature at 8 a.m. i.e. beginning of occupation period) which
helps to discriminate the class n°42 from the other classes;

(56) Twunoc{ water supply Temperature at the beginning of the unoccupied period
i.e. from 6 p.m. to 11 p.m.) which helps to discriminate the class n°5 from the
other classes;

(6) Tout (mean daily outdoor Temperature), note that this type of heating system
is principally controlied according to the outdoor temperature, and it is of
interest to determine how this parameter influences the neural networks to be
trained;

(7) LUP (Length of Unoccupied Period). The method developed is adapted to non
permanently occupied buildings with intermittent heating such as office
buildings and schools. In such buildings the room temperature obtained at the
beginning of the occupation period or the decrease of room temperature
during unoccupied periods is linked to its length. So LUP is used to take this
effect into account. :

Note that the seven parameters mentionned above are normalized in order that
these parameters are numerically comparable. The normalization strategy is as
follows: ‘

T _ Tmasured - T;cf 2
anrmalized —

Trefl - I;efZ
The choice of Trgf7 and Tygfo was based on a physical analysis of the heating

systems and took into account their genericity in relation to different heating
systems and buildings (Systems 0, 1, 2, 3, 4, 5 for our study).
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DEVELOPING NEURAL NETWORK STRUCTURES
Introduction

The central idea is as follows: use only the reference heating system (System 0)
to develop the best neural network structure, and then to test its generalization
capacity by applying it to the other systems (Systems 1 -4) not used during the
training stage.

So, a data base of 490 patterns for the seven classes of the System 0, that is 70
pattems for each class (see the section Data Pre-Processing and Paramelers
Selection), has been used to develop several structures of neural networks. We
have finally retained two types of structure.

The first is named the Multipte Artificial Neural Networks (MANN) structure
which is composed of two or more neural networks to discriminate seven classes.

The second is named the Single Artificial Neural Networks (SANN) structure
which has only one neural network for discriminating seven classes.

These two structures are both multilayered feed-forward networks with a tan-
sigmoid transfer function. They were trained using a commercial software
(Demuth and Beale, 1992) with an improved back-propagation algorithm, i.e.
Levenberg-Marquardt optimization. Both structures are two-layer networks, i.e.
one hidden layer and one output layer.

The number of input neurons (or input terminals) is equal to one bias neuron (for
the threshold) plus the number of components which code the training pattems
and the testing patterns in one specific representation space. For example, the
patterns coded by two components correspond to three input neurons.

The procedure to determine the number of neurons in a hidden layer consists
first in training different networks with increasing number of neurons. The Sum-
Squared Error (SSE) between the target outputs and the actual outputs of all the
training patterns is then computed. This error decreases in principle when the
number of neurons increases. A compromise between the number of neurons and
the SSE should be found. The solution consists in adding a neuron only if it leads
to a large variation of the SSE. Because faise classification of 1 pattern leads to
an increase of the SSE equal to about 4, we accept to add a new neuron only if it
leads to a decrease of SSE equal to or larger than to 4 (Li, 1996).

The number of neurons in the output layer must be large enough to code the
different classes to be discriminated during the training phase. For our study, we
have used as many neurons as the number of the classes to be discriminated
during the training phase.

We present first the Multiple Artificial Neural Networks Structure,
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Multiple Artificial Neural Networks Structure

The Multiple Artificial Neural Networks (MANN) structure is composed of two
neural networks to discriminate seven classes;

- MANN1 (discriminating the heating curve from the other classes),

- MANN2 (discriminating the classes other than the heating curve class - classes
n°0, n°1, n°2, Nn°41, n°42, n°5).

MANN1 (Multiple Artificial Neural Network 1)

MANN1 was trained to discriminate the heating curve class from the other
classes. it is well known that the tuning of the heating curve and the detection of
heating curve faults are generally difficult for maintenance teams since first, it is
not easy to define a reference operating mode indicating a well tuned heating
curve; second, the heating curve faults are frequently mixed either with another
control system fault or with the normal operating mode. As to our study, the idea is
that the heating curve too low - must be detected (if it exists), and then readjusted
before diagnosing the six other classes (the class n°0 and the classes n®1, n°2,
n°41, n°42, n°5).

Structure

Three parameters - Trocc, Tout, and LUP - were used for coding the 70 training
patterns and the 245 testing pattems, i.e. these training pattems and the testing
patterns are represented in a three-dimensional representation space. So MANN1
has four input neurons.

Using only two classes (normal and heating curve class) to train MANN1, the
output pattems of MANN1 are coded by two groups corresponding to the two
training classes, i.e. two neurons in the output /ayer. The desired outputs of
normal class are [+1 -1]; the desired outputs of heating curve class are [-1 +1].

After many tries, two neurons have been retained in the hidden layer. This
architecture gives the "best" results for training and more importantly for testing.
Note that if different neuron numbers give nearly the same testing result, the
lowest was chosen as the final structure.

The structure of MANN1 is schematlcally presented by Figure 2. The training and
testing results are presented below.
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Figure 2 - Structure of MANN{
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Figure 3 - Structure of MANN2

21



Training and testing

Only two classes {normal and heating curve class ), i.e. 70 training patterns (35
days x 2 classes/day), were used to train the network ANN1. But all the seven
classes (n°0, n°1, n°2, n°41, n°42, n°5 and n°32), i.e. 245 testing patterns (seven
classes/day x 35 days), have been used for testing it. Three possibilities are
posible for each pattem. It can be classified in class 32 {(heating curve) in other
classes(without further distinction} or not classified. The testing result is shown in

the Table 1.

To understand this table two points shail be considered:

o Because MANNT has only two output classifications (i.e. normal and heating
curve), the outputs of the other classes (i.e. nommal class, combustion class,
heat exchanger class, early boost class, late boost class, leaky valve class) are

represented here only by the outputs of normal class.

e A not-classified class or pattern means that the network can not classify clearly
the actual outputs of one pattem into one specific class and that the
classification hesitates among at least two classes. For example, the outputs

[+1 +1] can not be classified.

Among the four (i.e. 11% = 4/35) incorrectly classified patterns of the heating
curve class (n°32), there are three corresponding to the days with high solar gains

(Li, 1996).
actual class classified in
heating curve |other classes |not classified
heating curve {32) 89 % 11 % 0
normal (0) 1% 89 % 0
combustion (1) 9% 91 % 0
heat exchanger (2) 9 % 91 % 0
early boost (41) 0 100 % 0
late boost (42) 26 % 71 % 3%
leaky valve (5) 0 100 % 0

Table 1 - Classification rates during testing - MANN1

MANN2 (Artificial Neural Network 2)

Because the MANNT1 is used to discriminate the heating curve class, the MANN2
(Figure 3) wili be constructed to discriminate the classes other than heating curve.

Thus heating curve fault data were not used to train this structure.
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Structure

In this case the room temperature during occupancy period (Trocc) and the length
of unoccupied period (LUP), which help to discriminate heating curve class from
the others, are not presented in the input layer of MANN2 structure. Thus only five
parameters have been used for coding the training pattems and the testing
patterns and all these pattems are represented in a five-dimensional
representation space. As a result, MANN2 has six input neurons.

P T o

The output patterns of the MANN2 are coded by six groups corresponding to six
training classes, i.e. six neurons in the output layer.

b TR

Training and testing

/ Different numbers of hidden neurons have been tried during the training phase
f and an architecture with 4 hidden neurons was finally retained as the best choice.

Both the training set and the testing set are composed of 6 classes (n°0, n°1, n°2,
n°41, n°42, n°5), i.e. 210 pattems (35 days x 6 classes/day). The testing results
are presented in Table 2.

classified in
actual clas§ normal combustion heat early | late boq leaky not
exchange| boost valve| classified

normal 88% 0 0 3% 6% 0 3%
combustion 0 97% 0 0 0 0 3%
heat 0 6% 94% 0 0 0 0
exchanger
early boost 9% 0 0 91% 0 0 0
late boost 0 0 0 0 100% 0 0
leaky valve 0 0 0 0 0 91% 9%

Table 2 - Classification rates during testing - MANN2

Comments on the Multiple-ANN Structure

About MANN1

The MANN1 can not detect the heating curve too low (fault 32) for the days with a
strong solar influence (see Table 1). During these days the effect of the fault is
hidden by the solar gains. The fact that the fault 32 will not be detected on such
days does not seem to be very important for following two reasons:

- building occupants will not notice the fault due to the solar gains, because there
will be no effect on occupant comfor;

- secondly, no false alarm will be sent to maintenance people.
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So we can say that the non detection of the fault 32 on very sunny days does not
reflect negatively on MANN1.

MANNT1 classifies boost heating too late (fault 42) as heating curve too low ( fauit
32) in 26% of the cases (Table 1). Why ? When the boost heating is iate the room
temperature at the beginning of occupation (Tr8) is too low. Consequently the
room temperature during occupation (Trocc) is sometimes too low. As it is an input
of MANN1, this variable leads in some cases to a wrong diagnosis by MANN1. So
if the boost heating is late the whole detection and diagnosis system consisting of
MANN1 and MANN2 will in 26% of the cases detect a fault but make a wrong
diagnosis. However, this situation can be sensibly improved by using a Single-
ANN structure (presented iater). '

For the other classes the false detection rate of MANNT are not higher than 11%
and the non detection rate is zero. However it is not obvious to determine if such a
false detection rate is acceptable for a maintenance team. If MANNT is used in a
real building a compromise will be defined by maintenance team between the time
delay necessary to detect the fault and the false alarm rate. if a false alarm rate of
11% is not acceptable, the solution to reduce it will be to trigger an alarm only if
the fault is detected on two or three successive days. This will slow down the
detection process but reduce drastically the faise alarm rate.

About MANNZ2

The training results of MANN2 leads to incorrect or non-classification for less than
3% (3% = 1/35 pattem) whatever the class to be detected. Only 3 training pattems
in total are not correctly classified. Note in particular that 1 pattem of the early
boost class has been classified as normal class; this point will be explained below
with testing results analysis. The architecture selected does not enable to make a
100% valid diagnosis on the training data, but the results are considered to be
good.

Testing MANNZ2 shows incorrect or non-classification rate comprises between 0
and 12 % depending on the type of class.

Table 2 shows that most of the bad or non classifications concem the confusion
between early boost, normal and late boost. This is probably due to the sub-
optimal behavior of the "Optimum Start Controller" (OMC) used in the numerical
simulation software. Because of the sub-optimality of this OMC, it happens some
days that even if the system is properly tuned the boost heating is too late or too
early . In such cases a pattemn corresponding to a well tuned system will be
classified by MANN2 as a late or early boost. If the system is tuned in such a way
that most of the days the boost heating will be too early, it will happen some days
that the duration of the boost will be correct. The corresponding patterns will be
classified by MANN2 in the normal class.

We will find that the confusion between normal class, early boost class and late
boost class can be reduced with the Single-ANN structure,
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Single Artificial Neural Network Structure

The idea is that only one neural network should be used for discriminating all the
seven classes. So, the Single Artificial Neural Network (SANN) structure has to be
trained with all the classes (seven in total) to be discriminated.

Structure

To discriminate seven classes, six parameters (Tfgb, Trocc, Tr6, Tr8, Twunoc,
Tout) have been used for coding all the training and testing patterns. So the
networks SANN has seven input neurons. LUP is not included in the parameters
because tests have proven that with this network structure it is not usefull to

include it.

With seven training classes, the output patterns of SANN are coded by seven
neurons in the output layer.

The structure of SANN networks is schernatically presented by Figure 4.

Tfgb
Troce
Tr6

Tr8
Twunoc
Tout

Threshold

3

\(17) Late boost

'@ Leaky vaive

Training and testing

Fiqure 4: Structure of SANN

The data base of the reference system described-above (490 pattems) has been
separated into two parts:

- the first 245 patterns (35 patterns/class x seven classes) are used for training,

- the second 245 pattems are used for testing.

This structure has been trained and tested with different numbers of hidden
neurons. Finally one SANN with only 5 hidden neurons has been retained.
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The testing result is presented in Table 3.

Tested Classified in
class Normal | Combustion Exchangel Heating {Early |[lLate |Leaky [ Non-

curve boost [boost | valve | classification
Normal 91% 0 0 0 6| o] o 3%
Combustio} 50, 91% 0 0 0ol 3%l o 3%
Exchanger 100% 0
heating 0 100%
Egggt 3% 0 0 0 91%{ O 0 6%
pae 0 0 0 0 o| 1004 o 0
t:ﬁ? 6% 0 0 0 0 0| 94% 0

Table 3: Classification rates (35 patterns per class) - SANN

Comments on the Single-ANN’s Structure
The correct classification rates varies from 91% to 100%, so is very satisfactory.

The detection of the heating curve class and of the late boost class is much easier
with one SANN (100% for the 2 classes, see Table 3) than with one MANN
(respectively 11% and 26% of bad-classification, see Table 1). And the detection
of the normai class is also easier with one SANN.

Why does a SANN perform better than a MANN ? is it always true 7
Mathematically it is difficult to answer these questions. However, we can probably
say that a net-structure composed of one single network leams more easily a
global knowledge than that composed of two multipie networks.

For all these reasons, the SANN structure has been retained for further study.
This study will consist, at the first stage, testing the generalisation capacity of the
developed SANN; it will be applied to heating systems not used during the training
phase. This approach was chosen because it is most desirable to train a network
structure using only one heating system and then to test the capability of the
network to generalize on a series of heating systems.

GENERALIZING THE DEVELOPED NETWORK STRUCTURE

We have, up to now, developed one network structure (SANN) by using only 70
simulation days of the reference heating system. The testing result using the
reference heating system (used also for training} is very satisfactory (see Table 3}.
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However we wonder whether this SANN structure can always generate good
classification in the case if it is applied to other heating systems not used for
training and when the diagnosis period is longer (one whole heating season for
example).

To confirm this, the trained SANN structure has been tested by applying it to
detect the faults of the 5 simulated heating systems mentioned-above (that is the
System 0 and the Systems 1 - 4).

For each system the data corresponding to the faulty and non-faulty states were
used to test the SANN structure. 840 patterns (120 pattens /class x 7 classes) of
each system have been used for this generalization. One shall note that among
these 840 pattemns 245 issued form system O in total were already used for
training the SANN structure. 120 patterns correspond to 120 days from Monday to
Friday, which mean 24 weeks as well. This period covers almost the whole
heating season of one year. Consequently, there are in the testing data base
certainly the days during which the heating systems (especially the boilers) stay in
no- or partial running state, so that the SANN structure has more difficulties to
detect faults during these days.

The generalisation result are analyzed in two different approaches:
- daily diagnosis which means one diagnosis per day;
- weekly diagnosis which means one diagnosis per week.

Daily Diagnosis Approach

The classification results obtained according to the daily diagnosis approach are
presented below. These results are represented by the classification rates which
show how different patterns are classified by the SANN structure. Three tables
(Tables 4, 5, 6) are presented here-in-below among five: the first is the reference
system, the second (system 1) gives the worst classification results and the third
(system 4) generates the best classification results for systems which were not
used during the training phase.

Tested Classified in

class Normal | Combustior] Exchanger |Heating |Early |Late |Leaky ||Non-
curve boost | boost| valve | classification

Normal 78% 0 0 3% 2% 0 6% 11%

Combustion 1% 88% 0 0 0 1%|] 6% 4%

Exchanger 0 1% 96% 0 0 0! 1% 2%

heating 2% 0 0 92% 1% 0 4% 1%

curve

Early 2% 0 0 1% 77% 0 10% 8%

boost

Late 2% 0 0 0 2%{ 85% 1% 10%

boost

Leaky 2% 0 0 0 0 0 97%| 1%

valve

Table 4: Classification Probabilities (120 patterns per class) - System 0
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Tested Classified in

class Normal | Combustion| Exchange| Heating |[Early [Late §Leaky|Non-
curve hoost |boost {valve [ classification

Normal 66% 0 0 0 5% 0 4% 25%

Combustion  16% 73% 0 0 0 1%| 7% 3%

Exchanger 0 1% 94% 0 0 0 0 5%

heating 13% 0 0 58% 5% 0 3% 21%

curve

Early 11% 0 4] 0 31% 0 11% 47%

boost

Late 2% 0 1% 0 0 92% 0 6%

bogost

Leaky 0 0 0 0 0 0 97% 3%

valve

Table 5: Classification Probabilities (120 patterns per class) - System 1

Tested Classified in

class Normal | Combustion| Exchange| Heating |Early [Late |Leaky |Non-
curve boost |boost fvaive [ classification

Normal 75% 0 0 2% 2% 0 7% 14%

Combustion] 0 86% 0 9] 0 0 7% 7%

Exchanger |0 1% 94% 0 0 0 1% 4%

heating 2% 0 0 91% 1% 0 4% 2%

curve

Early 1% 0 0 1% 80% 0 10% (8%

boost

Late 3% 0] 1% 0 1% 80% (3% 12%

boost

Leaky 5% 0 0 0 0 0 90% |[5%

valve

Table 6: Classification Probabilities (120 patterns per class) - System 4

In order to facilitate the comparison of the SANN’s generalization capacity to
different heating systems, the results will be compressed into two global
probabilities as defined below:

- RP (Recognition Probability) : probability of good classification for all the seven
tested classes. The RP of each system is calculated from the good classification
probabilities of 120 pattems of each system. For example, the RP of System 0
presented in Table 7 was calculated from Table 4, that is:

RP=

78+ 88+96+92+77+85+97

7

88
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- FAP (False Alarm Probability) : probability of detecting a non-existing fault.
The FAP of each system is calculated from the bad classification probabilities
of 120 patterns of each system. For example, the FAP of System 0 presented
in Table 7 was calculated from Table 4, that is:

(+246)+(1+6)+(1+D+{1+4)+(1+10)+2+1)+(0) _
7

FAP =

Table 7 presents the global probabilities calculated from the classification rates of
5 heating systems (systems 0, 1, 2, 3, 4).

System 0 | System 1 |System 2 |System 3 | System 4 | MEAN

RP |88% 73% 80% 85% 85% 82%

FAP |6% 5% 8% 7% 6% 6%

Table 7: Classification Probabilities Based on Daily Diagnosis

Weekly Diagnosis Approach

If we want to do a weekly diagnosis, i.e. one diagnosis per week, the classification
probabilities (RP and FAP) are probably different. For this approach we have
studied three different diagnoses, that is:

1. One class will be identified if fwo patterns of this class appeared in one week
(one week means 5 days from Monday to Friday). If three pattems or days out
of the week have a diagnosis of class X and two pattems have a diagnosis of
class Y, This week is considered to be class X.

2. One class will be identified if three patterns of this class appeared in one week
(one week means 5 days from Monday to Friday).

3. One class will be identified if four patterns of this class appeared in one week
(one week means 5 days from Monday to Friday).

The performances of 4 different diagnosis, i.e. 1 daily diagnosis and 3 weekly
diagnoses, are shown (Table 8) by means of two probabilities (RP and FAP), each
comprising 5 systems (System 0, System 1, System 2, System 3, System 4).

Diagnosis Approach Daily Weekly
2 days 3 days 4 days
Recognition Probability 82% 87% 86% 77%
False Alarm Probability 6% 3% 3% 1%

Table 8: Classification Probabilities Based on Daily and Weekly Diagnosis
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This comparison shows that:

- based on the principle that one class will be detected if two patterns of this class
appeared in one week, the weekly diagnosis produces very satisfactory result
(RP=87% & FAP=3%, see Table 8) for all the five heating systems in which four
were not used during training phase.

- and one can further reduce the false alarm probability to 1% if it is acceptable to
decrease the recognition probability to 77%.

DISCUSSION

Neural Network Structures

The choice of the pertinent parameters to do fault diagnosis (i.e. the choice of
representation space for class discrimination) is particularly important, because
the choice of a representation space has a great influence on the quality of the
discrimination result. In one representation space, the classes can be very badly
separated, thus increasing the difficulty of discrimination. A better choice of the
representation space gives very distinct classes, so there is not any problem for
discrimination. Unfortunately, there isn't any general rule for choosing the
representation space; this choice is only based on the knowledge of the problem
to be solved, and there isn't any algorithmic method that can be applied to
formalize it. '

The architecture of a back propagation network is not completely constrained by
the problem to be solved. The number of inputs to the network is constrained by
the problem and must be well chosen, and the number of neurons in the output
layer is constrained by the number of outputs required by the problem. However,
the number of layers between network inputs and the output layer and the size of
the layers are up to the designer. This work might be very tedious but is crucial. It
demands a powerful calculation tool. In our study only the networks with one
hidden layer were trained and tested. A criteria was defined to optimize the
number of neurons in the hidden layer for each network structure.

Representative Data Base Generation

Another difficulty is linked to the training procedure. To train the neural networks,
data representative of the behavior of the system without fault and with each of
the faults are needed. The goal of the research is to get a FDD tool which can be
implemented in different building-heating systems. It seems impossible to have a
training phase for each building-heating system. So we have to find a generic
neural network structure which can be used for a series of building-heating
systems without re-training. The hypothesis was the possibility fo adapt the neurai
network structure to one particular building-heating system simply by modifying
the parameters used to normalize the inputs of the network structure. This is why
we used at first one system to develop one network structure (SANN) and
secondly four other systems to test its genericity.
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We must know that using only the simulation data is not sufficient to have one
reliable FDD tool implementable in a real EMCS system. An effort must be done
for obtaining a data base from real heating systems-buildings in order to test the
performance of the developed network structure (SANN).

If satisfactory results can be obtained by applying the FDD prototype to real
heating systems data, it will be possible to prepare a test in a real building and by
implementing the FDD prototype in a real EMC-System.

Retained Network Structure (SANN) and Its Generalization

Two types of neural network structures have been presented in this paper:
Multiple-ANN and Single-ANN. The testing of these structures have shown that
the Single-ANN demonstrates a better performance, in paricular to detect the
normal class, the heating curve class and the late boost class. The fact that a
Single-ANN generates a better result than a Multiple-ANN is probably because the
former leams more easily the global knowledge than the latter. So the SANN
structure as a FDD prototype has been retained for further study.

The generalization of the SANN structure has been performed with five simulation
heating systems. The results were analyzed in two different approaches. The first
is based on a daily diagnosis; the second on a weekly diagnosis.

The daily diagnosess approach generates acceptable generalization result. The
mean Recognition Probability (RP) of all the 5 systems with seven classes is 82%,
with a False Alarm Probability (FAP) of 6% () (see Table 7), although a whole
heating season simulation data have been used. FAP of 6% means approximately
seven false alarms (here is 7 days) for a duration of six heating months. Note that
it is more difficult to generalize the SANN structure to a heating system for which
the indoor temperature setpoint during occupancy period has increased,
especially for detecting the early boost fault and the heating curve fault of this
system.

The weekly diagnoses give a satisfactory generalization result, provided that we
identify one class when it is detected two/three times per week. In this case the
RP is 87% and the FAP is 3%. And the FAP can be reduced to 1% if one accepts
reducing the RP to 77% (see Table 8). Note that the false alarms concentrate in
particular on the days with very high cutdoor temperature (effect of solar gains).

CONCLUSION

The work presented in this paper concerns the development of a Fault Detection
and Diagnosis prototype for heating systems by using artificial neural networks.
This prototype is expected to diagnose faults in a series of heating systems
located in non-permanently occupied buildings such as schools, offices buildings,
etc.
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Six different types of fault were selected for this work: two related to the gas fired
boilers, one to the control valve and three to the control system. The ultimate goal
of this work is the development of a FDD tool which can be implemented in real
EMC-Systems and enable the automatic detection and diagnosis of these types of
faults.

At the first stage of our study, a data base representing the behavior of five
buildings and of their heating systems with and without faults was generated by
numerical simulation. Then, by using neural networks, a FDD prototype has been
proposed and generalized.

This prototype presents a good generalization capacity, although it was trained
only by one simulated heating system and a data base of five simulated heating
systems during one year heating season (more than six months} was applied for
testing this genericity.

The study demonstrates the feasibility of using neural networks for fault detection
and diagnosis in such heating systems. Nevertheless the application of this
methodology implies training the neural networks with a reliable data base
representative of the behavior of heating systems in faulty and non faulty cases.
Such a data base is often difficult to obtain.

Also this study shows the possibility that one FDD prototype can be applied to
different heating systems without re-training it. The only adaptation is the
modification of certain normalisation parameters.

However, the FDD prototype has been up to now studied only on simulation data.
Further work will be its validation, which can be performed in two different ways:

- off-line validation by data bases obtained from the measurements of real heating
systems-building;

- on-line testing by implementing the FDD prototype in a real EMC-System.
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FAULT DETECTION AND DIAGNOSIS IN DISTRICT
HEATING SYSTEM

Yi Jiang, D. Eng.

ABSTRACT

The importance of fault detection in district heating (DH) system has been introduced
first. Common faults in DH systems are then listed according to a survey. Faults in DH are
then divided into three groups according (o its feather. Newlv developed procedures, S
region contraction method and Fault Direction Space method are then introduced for
treatment of different tvpes of fauldr. The key 1o rise the sensitivity and reliability of these two
methods are discussed in detail. Real procedures used in engineering practices is briefly
summarised finally.

INTRODUCTION

During the last ten vears. district heating svstems (DH) have been widely developed in
China. Large and middle size of DH systems are built almost in every big and muddle cities in
the North and Northeast of China with the capacities of 50 MW to 800 MW for cach and
heated building arca of | to 10 miflion squarc meters. Figures 1 is one of DH networks in
Shenyiang, as an example, with the capacity of 400 MW and about 10 million square meters
building heated. Figure 2 is the scheme of a substation in this network. There are more than
100 substations fike this connccted with the water network. As the svstem is getting larger, the
monitor and control of the network and substations is getting  important. Distributed computer
system is used to look after the network as well as substations. Figure 2 also shows the control
and measuring points of the computer controller in a substation. A centre computer in the
control centre links with all the controllers through a computer network. This kind of computer
system can be found in most of DH systems in North Europe. It starts to be popular in China,
There are around 20 DH systems installed with this kind of computer system. Therefore what
are the tasks of the computer system in DH? It 1s learnt from a survey as the follows:

o collect real time operation data, such as temperature, pressure and flowrate, from each
substation;

e count the heat, electric and water consumption of cach substation as well as each part of the
network;

Yi JIANG is Profcssor, Department of Thermal Energy Engineering, Tsinghua Untiversity,
Beijing 100084, P R China,

35



BT

t
57190 poy .
P

sS4 g
s 387 ‘\-«-53

e T :
L B5L D 133 —;;—];
B | B i:: =

— MYs - " £z
]'p,:u {—‘:nwzu.: f__l:._‘,“ RSS

Figure 1 Primary network of Shenyiang DH system

Tec users
I Ts Tss 1
@ l] o meter heat exchanger @ D
— | S
VN L {
\\ M [‘ ey ————
Gp [ ater
distribuion
Primarv )
. : Seeondan side
side A

@: ) D - From users
et DTrZ
N o
filicr

DTrS

wilter
tank i collecton Tr4

|

Figure 2 Scheme of a substation and the measurments

36



o rcgulate the water flow rate distribution by controlling of the speed of circulation pumps or
the open ratio of motor-drive valves to match the vanation in the requirements of
substations.

e alarm, if some unusual measured data have been found such as a pressure exceeds the
uppcr limit value or the flow rate in a branch is getting smaller than the low limitation,

One of the most important tasks of the computcr system for DH is to tell operators what 1s
happened in the DH network, So that operators can make some relative regulation if some
opcration state changes: or treat faults on time to avoid accident when a fault 1s found; or plan
the maintenance schedulcs according to thic cquipment real situation leamnt from the measured
data. However, as a large DH system, the number of measuring points can be as many as few
thousands, it is a hard work to study these huge data from more than thousands measuring
points and to discover fault as well as abnormal state. Furthermore, most of fauit and abnormal
state cannot be found out directly from measured data in the way of simipe limit checking.
What appears in measured data when something fail is the change in relationship among
measurements. For instance. if there is a leak between the primary side and the secondary side
of a plate tvpe heat exchanger, the temperature and pressure at the both sides may change
miore or less but none of the measurement could be come to the up or low limit. 1t can hardly be
discovered without detailed analysis at the beginming when the leak is not so serious.
Thercfrom, on-line fault detection facilities is highly recommended so that:

e operators can be liberated from looking around the thousands measurements. Data can be
checked automatically and fault and abnormal state can then be discovred as the result:

» the in-direct fault can also be discovered using the powerful computing and logic analysing
abilitics of computers.

e rcports can be made by computers to give guidances to the repairman for treatment of the
fault discovered. Maintenance schedule can also be made according to the equipment
situation the computer detected. High level mainteriance can be achieved by aiding of the
computer system.

This 1s one of the goals for distributed computer monitor and control systems of DH. It is
far inore than the up and down limits checking of the measured data. The centre point 1s:

Can and How we ger more information from the measured data and make clear judgement on
the system?

As part of the IEA Anncx 25 “Fault Detection and Diagnosis in HVAC” (FDD) project.
theoretical research and engineering practices has been carried out in Tsinghua University. This
paper is the summary of this research. Faults need to be detected in DH system have been listed
first. The problems and difficultics in real FDD procedure for DH system has discussed then.
The basic phitosophy of the DH FDD in our research is introduced. The S region contraction
approach and the Fault Direction Space (FDS) method is presented in detail. Engmcermg
applications in some Chinese DH systems have been brief introduced finally.

FAULTS IN DISTRICT HEATING NETWORKS

According to a survey from some DH systems, faults in DH can be classified as follows:

Sensors fault: as there are few thousands sensors of temperature, pressure and flow-meter tn a
DH network, any procedure and analysis cannot relied on the hope that ail the data from
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sensors are correct. To produce a correct result from the measurement, the first thing 1s to pick
out the wrong measurements from the data and find out fault sensors. There are three types of
fault sensors in gencrally:

e dead sensor, that gives a zero or a constant output;
high frequency noise sensor of which the output changes in a greater range than permissible
one and varvs with a high frequency;

¢ slowly floating scnsor that keeps going up or down slowly as the time being or along with
the environment temperature changes.

Limits check combining with a filter such as Kaman’s filter can take the first two types of
fault away. However the third one is not easy to be discovered by the measured history data
itself. For instance if the output from a pressure sensor in the network increased 0.1% per day,
no filter nor limit checking can -get it. This can only be detected systematicallv by analvsing
the pressure distribution of the whole DH network.

Fault Component in substation: circulating pump at a substation stops: motor-drive valve
cannot open/close; water filter blocked as well as some tvpes of fault in heat exchanger at a
substation_ which can be:

¢ leakage betwcen the primary side and the secondary side:

s block in the primary side or the secondary side;

e poor performance of heat transfer due to scaling:

e unbalanced water dispensing among heat exchangers in a substation, water flow rate in onc
heat exchanger is much more than in another;

Among these tvpes of fault, pump stopping can be discovered by checking of the pressure
difference inlet and outlet of the pump or check the signal from the electric pancl to know if the
contact for pump s still closed.

Fault in motor-drive valve can be detected in two steps: comparing the measured open-radio
with the required one to know if the electric and electronic part of the valve is correct: turn the
valve open/close to a greater or less extent then to sce if the pressure mcasured on the down
stream of the valve does change.

Partly blocked water filter can also be checked out by the pressure different at the two
sides of the filter if there are pressure sensors, If sensors arc not available on these positions, it
has to be judged from: the temperature, pressure and flow rate measured within the substation
by some systematically analvsis method.

The most difficuit detected fault in a substation is the fault of heat exchanger. As there is
not a direct signal to indicate its working state, a systematically analvsis procedure is needed to
estimate the heat exchanger performance and detect if there is a fault.

Fault in the primary network: The primary network is defined as the network from the
thermal plant to the substation. Four types of fault may be happened in a primary network of a
DH svstem:

¢ high heat loss causing bv poor insulated pipe.

e high pressure drop causing bv a partly blocked branch;
¢ lcakage in the network;
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e short circuit between a supply branch and nearby return branch due to a mis-opened or
damaged short circuit valve.

The poor insulation of pipe can be discovered directly by checking of the supply water
temperature difference between two nearby substations. Thermal resistance from the trunk to
outside, R, can be calculated as

INT,, - T,..)dz
VATGdr

where the G is the flow rate through the trunk which can be obtained by summing up the
measured flow rate of each substation in the down stream. Tw,m is the average supply water
temperature. As the temperature may change with time, integration is needed to avoid the
dynamic effect so to obtain the steady state thermal resistance from the water to outside, R.
This value should be higher than a given limit value, limit checking on the R value can then
find the part of poor insulated trunk. ‘

However other faults listed above cannot be discovered as simple as the “poor insulation™
one. Leak at a pipe of the trunk cause some of pressures go down, while “short circle” is very
possible get the similar effect. To discover these fault, the pressure and flow rate distribution
over the network has to be studied in detail and systemic analysis has to be carried out to find
the type of fault and its location.

Fault in secondary networks: The secondary network means the network distributing hot
water from the substation to every buildings it serviced. There is normally a water distributor
in the substation. Few of branches from the distributor to buildings and back from buildings to
a water collector in the substation as shown in Figure 2. Thereby water temperature of every
branch retuming from buildings can be measured at the substation. Faults at the branch level
in secondary networks normally are:

e leak u1one of branch of the secondary network;

¢ unbalanced water distribution due to mis-opened one of the branches or block/close another;

¢ short circuit in one branch between the supply pipe and the return pipe due to mis-open a
short circuit valve.

These types of fault cannot be detected directly from the measured pressure and temperature
unless the extent of fault is very serious. Svstematically analysis is needed for these tvpes of
fault. "

THE LIMITATION IN ENGINEERIG PRACTICS

From the listed possible fault above, it is understood that some types of fault cannot be
detected simply by limit checking or some kinds of rule basis analysis locally. It has to be
analysed systematically. To carry on this analysis, the network structure and the flow
resistance of each branch of the network should be know so to predicate the system
performance and comparing with the measured data. As a network of DH system, the topologic
structure 1s determined according to the design. However the flow resistance performance
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of each branch of the network cannot be provided from the design. Defining the flow resistance
coefficient of a branch. §, is
AP = SG* (1

where the AP is the pressure drop from one end of the branch 1o another. The S value can be
assumed as flow rate independent. However as there are many pipe bends, three-way tubes and
manual valves of which the flow resistance performance depends on the installation and local
nitial regulation, the S value for cach branch cannot be pre-determinate, 1t has to be on-line
estimated from the measured data,

Figure 3 is a part of the primary network of a DH system. If install pressure sensors at
each junctions of the network as the points A, B, C, ... in that drawing, and install flow meters
on each branch, the S value of every branch is very easy to be estimated from equation (1).
However, in most of DH svstems, pipes are lied underground directly. Sensors can only be
installed insidc of substations. Then we cannot put any pressure sensor on the junctions as the
points A, B, C. ..., nor put flow meters on the trunk outside of the substation as indicated in
Figure 3. The measuring points can only be located within substations. In some real system, the
distance from the junction to the substation where the pressure sensor is allowed to be located
can be as long as few hundrcd meters. and the pressure drop from the junction to the pressure
measuring point can be dozens kP. Due to this practical limitation, most of S vaiues of the
network cannot be measured directly.

Beside of the location problem, the number of sensors is aiso limited. As the cost of sensors
especially the one for pressure and the one for flow rate 1s quit high, to keep the total
investment at an accepted level, the number of installed sensors should be as less as possible.
The question is ristng then in order to know the system performance and detect the faults
above, what 15 the minimum number of sensors needed?

BASIC PRINCIPLE AND PROCEDURE OF FAULT DETECTION

Now, from the discussion above, there ts not an universal method to detect all kinds of
fault. More than one approaches are needed for detecting faults with different features, Three
groups can then be divided according to the performance of faults: the fauit that can be
detected according to the measured data from one or two sensors individually; the fault that
has to be detected using the measured data within the substation where the fault is; and the
fault that has to take the operation data over the whole network to analysis systematically.
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Dead or high frequency noise sensors belong to the first group. They can be picked up by
limit checking and a data filter on the measured data. Damaged valve, blocked water filter,
pump stopping as well as poor insulation of pipe can also belong to this group. Thev can be
detected according to an “if-then” rule base knowledge. The only thing needs to be designed
carefully is the threshold of each rule. This is individual level of fault detection.

Fault in a group of heat exchangers, such as leak between its two sides or the poor heat
transfer performance due to scaling, and fauit in the secondary network under a substation are
in the second group, substation level faull detection, which takes the measured data within a
substation as the start point. While the fault in the primary network, such as a leak or block of
a branch in the pnmary network, has to be analysed according to the pressure and flow rate
distribution over the whole network. This belongs to the third group, the cenrre level fault
detection.

Centre level Fault detection

Let us go back to Figure 3 to study the primary network. The part through a substation is
drawn as a branch in the network. Two pressure sensors are located at the inlet and outlet
pipes of the primary loop in the substation for measuring the inlet and outlet pressures. Flow
meter is also located in the substation for measuring of the flow rate in the primary loop of this
substation. The squat in the drawing represents a heat exchanger or a secondarv local network.
An electric motor drive valve 1s located before the heat exchanger which can regulate the flow
rate according to the heat load of the substation. The question is how we can detect if one of
the pressure sensor or flow meter gives a wrong report or if there is 2 block or leak in one of
the branches of the primary network? If we know the values of resistance coefficient of each
branch, S, the pressure and flow rate can be calculated according to the S values of each
branches and the pressures at inlet and outiet points of main circulation pumps. Comparing the
calculated pressure and flowrate with the measured one, faults can be detected and classified
from the differences:

If only one or two values are different between measured and calculated data, 1t is very
possible 1o be the sensor failure. If there is a part of the network that most of the data in this
part are different between measuring and calculation, there must be a block or a leak in one of
the branches in/mearbv this part. [1] explains how to detect the block/leak pipe from these
differences. However in most cases, the reliable values of the resistance coefficients, S, of each
branch of the network are not available as discussed above. The S value is also hardly
determined directly from equation (1) as the iimitation of the location for pressure sensor. What
we know is the relationship between the measured data. If the trunk does not change, this
relationship should be fixed regardless what the operation state is, From this idea, a new
procedure has been developed which just based on this relationship. Study the history data to
know the relationship then discover the range of S value for each branch and detect fault in the
primary network 1 the same time. '

According to equation (1) and figure 3, relationship between two pressure measurement
points can be described as

P.+G!S, -GeS,. -G*S. - F. =0 )

where the P and G are measured pressure and flow rate. The flow rate at the trunk pipe, GO,
can be determined by adding all the measured flow rate at each down stream substation
branches as
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G.=2 G

e down

. If the permitted errors of sensor are AP and AG, the relationship between the §’s should be

(G, +AG)Y'S,, - (G,, - AG)'S,. ~(G-AG)’'S, > P - P -2AP
(G. - AG):S.. —(G,. + AG)*S, ~(G+AG)'S, < P — P_+24aP ©

This gives the up and down limitation of the S’s values of the branches in this piece of
network. Similar equations can also be made for the retumning part of the network. In some
part of the network where the trunk splits into two branches, four different branches may be
involved in one equation as the relationship of S values. In this way, every S of supply pipe
and return pipe for each substation will appear in two groups of lLimitation equations and
every S for trunk pipe will appear in a group of limitation equations. These limitation
equations defines a possible region of S values, 2. As time being, the flow state will change
as the motor drive valves are regulated or/and operation state of circulation pumps change,
the measured flow ratc and pressure changes
correspondingly. A new group of limitation
equations can be obtained and a new region of S
values can also be determinated as Qnew.
However as the network is not changed, the S
values of each branch should keep as the same as
previous. The real region for S values, Qr, should
then be

S2,

Q =QeQ) {4)

The Qr defines a narrower region of S values than
€2 and Qnew. Repeat the procedure of equation (4)
for each time, the S region, 2 | can be contracted
step by step and a narrower but more aceuracy
region of S values can be obtained finally.

Figure 4 is a simplified two dimensional example of this procedure. In a real process, the S
region will become a polyvhedron in a multidimensional space. Once a sensor fault or a branch
block/leak, there will be no common region between the Qnew, the § region determinated from
the newly measured data. and the 2, the previous S region obtatned from the history measured
data. The Qr from equation {(4) will be a zero set. This indicates that there is a fault
somewhere in the network. Further analvsis can then find out the type and the location of the
fault. This is the basic idea of the S region contraction method. Detailed procedurc is
described as follow:

Figure 4 The region of

0. Set-up three or four dimensional squares for each relationship equations as the initial region
of Q. The length of the square should be designed according to the un-determinated level of
the § value. For instance if the estimated S value is SO with the un-determinated level of AS,
the bound of the square in this S direction should be from SO0-AS to SO0+AS. There should be
two squares for each substation, or says two 2s, one for the supply part and other for
return part. .

I. Produce a planes according to equation {2) basing on the measured data for every region.

2. Check if the plane cross over the S region, Q;

3. If so, produce another S region Qnew according to Equation (3) then obtain the modified
r according to the Equation (4). The S region has been contracted in this way.

4. IfNOT in step 2, produce another S region Qnew according to Equation (3) and check if
the Qnew and the previous 2 have a common region:
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3.

6.

If so, it means the reason that the plane ts outside of the previous £2 1s because the errors in
measurement are in the permissible range. In this situation the €2 is not going to-be changed.
If NOT in step 4, it means there must be something wrong. Calculate the distance between
the centre point of the Q and the measured plane, Afs and Afr of cach substation can be
obtained as

Af,=G:S, -GS, -GS, +P_-P
Af,=GS. -GS, ~G*S,~ P, +P

rO+

(5

The type of fault can then be classified from the Af ‘s of the substation and nearby.

According to simulations and analysis, Table I lists how the Af ‘s change corresponding to
cach type of fault. From this result 1t is understood that most types of fault can be classified
from the changes of Af in the substation and nearby substations. There 1s a few of situattons
when the svmptoms are the same for different types of fault:

Type of fauit Als | Afr | Afs, down | Afr. down | Afs. everyup | Afr, everv up
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Tablell How Af’s change corresponding with the types of fault

where Afs down/Aflr, down: Afs/Afr of the down stream substation

Afs, every up/Alr, every up: Afs/Afr of the substations in every up stream

sup. branch: from the junction between supply trunk and substation branch 10 the location
where the pressure sensor for supply branch is located.

ret. branch: from the junction between return trenk and substation branch to the location
where the pressure sensor for return branch is located.

user’s branch: from the point of the supply pressure measurement to the point of return
pressure measuremnent

PT.PL. GT. Gi: the measured data is 100 high/low due to sensor fault
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s Block in supply branch and supply pressure sensor producing too high output appear in the
same symptom: {Af s) goes down and the (Af s,down) goes up. In this case, computer can
close the motor-drive valve of this branch and let the flow rate at this branch be zero. Check
the Af again. If the supply branch is blocked, the Af ‘s should go to normal. While if it is
the sensor fault, Af ‘s should still be the same trend.

* Bilock in return branch and return pressure sensor producing too low output appear in the
same symptom: {Af r} goes down and the (Af r.down) goes up. In this case, computer can
close the motor-drive valve of this branch and let the flow rate at this branch be zero. Check
the Af again. If the return branch is blocked, the Af ‘s should go to normal. While if it is
the sensor fault, Af ‘s should still be the same direction. '

o Leak at retumn branch and leak at user’s branch appear in same symptom. This cannot be
judged unless install another pressure sensor at the point between the motor-drive valve and
the user’s branch. Close the valve then measure the pressure different between this
additional sensor and the return pressure sensor, the location of the leak can then be
detected.

The key of the whole procedure is the establishment and modification of the S region, Q. To
record every region  for the relationship of each supply part and retumn part of substation, the
co-ordinate of every peak point of the 2 has to be recorded comparing with the knowledge of
how the peak points make up a edge and what edges make up a plane. Geometry calculation is
needed to cut off some old peak points and edges and produce some new ones so to contract the
old Q to a new one. A special geometry calculation procedure has been developed for this
narrowing down process. Further analysis by simuiations shows that to make the process
successful i1s relied on the correct estimation of the value for normal errors of each
measurement. Improper values set to sensors as the normal errors may cause the £2 too large
that cannot indicate a fault if the values of permissible errors are set too large or cause the Q2
deviate to the region of which the real S values are outside if the errors values are set too
small. Afier a fault sensor has been discovered, its output should be replaced by an estimated
value. The estimation can be done by a calculation basing on the S coefficients of the network
and other measured data. S values at the centre of the Q2 can be used for this calculation.

Simulation and on-line test shows that at beginning, the  reduced very fast providing the
operation state changes in a large range. After a period, the Q2 stops reducing as the Qmnew is
almost equal or larger than the old 2. The length of this period depends on how the system has
been regulated. In the beginning of a heating season, valves have been regulated frequently in a
large range as the heat load distribution has been changed durning the un-heating season. This is
the best chance to estimate the £2. Volume of each 2 can also be calculated to indicate how the
estimation process getting on and how well of the Q is. If the volume of £ keeps to be at a
certain high level and cannot go down any more, it may be the reason that the range which the
state of the system changes within is too small. In this situation, some of valves can be closed a
litle while and then opened back again to make the system state change so to get better
estimation of the region €.

Substation level Fault detection

This is to detect fault inside of the substation and in the connected secondary network. From
the previous discussion, typical faults involved are:




» fault sensor that produces too high or too low output due to slowly float. The flow meter and
pressure sensors at primary side has been checked out at the centre level, so only the
pressure sensor and temperature sensors at the secondary side and the return water
temperature sensor at the primary side need to be checked.

¢ faults in heat exchanger. Such as leak between the two sides, biock in one side or poor heat
transfer performance due to scaling. If there are more than one set of heat exchanger,
another possible fault is the unbalanced water distribution among the heat exchangers.

* fault in the secondary network as listed before.

All the fault listed above cannot be easily detected by a rule base reasoning procedure. It can
be hardly judged if the change from an output of sensor is because the real state has been
changed or is because a fault happens. One of the approach is to estimatc a model for heat
exchanger/secondary network basing on the previous measured data first. Using this model to
predicate the performance of the heat exchanger/secondary nctwork and comparing the result
with measured data. Fault can then be indicated and classified from the differences. This
approach works in some cases however it involves too many stages. Computer has to switch
from the “learning process” to the “predicating and fault detecting process”. The first phase
basis on the idea that the sensors and the system are all right. Computer just learns from this
period of operation and take the performance in this period as the standard. In the second phase,
the task is to find the difference from the first phase in the svstem performance. When we
should switch from the first phase to thc second one? If where 1s a difference, should we point
out that there is a fault or modify the model to make it compatiblec with the newly measured
data? The logic is not verv clear in some sense,

To make the process simple and to avoid this confuse, a new procedure “Fault Direction
Space” (FDS) has been developed and used in DH system since last two years. The basic idea
of the FDS is to merge the three steps (model estimation, performance prediction and match
difference to fault) into a global exercise to make 1t simple and uniform. Charactcr Parameters
(CP) are estimated according to the structure of the object to be detected. The CP is a
composition of measurements in one hand. It 1s also a composition of structure properties of
the object on thc other hand. As it is the composition of measurcment, its value can be
calculated from the mcasured data during operation. As it is the composition of the structure
properties, it should not change during a normal fault less operation. Observe the CP value
during the operation. When great changes of the CP have been examined, a fault appears. Put
the change. ACP, to a pre-designed FDS space, the Jocation of ACP in the FDS space indicates
the type of fault. Following is how thc FDS method used in fault detection at the substation
level.

FDS for heat exchanger. Figure 2 is a heat exchanger in substation and the measuring points
around it. The heat and flow mechanical balance equations can then be written as

o=vplaToTst b _ypny
- L 7?":-' - 7&' b
n( TPR - Tsk )

Q = G!‘Cp(Trs - Tm) = GSC;'(Y-‘“' B T“")

(R"s - PM) /S,. Gs = V(P\\ - Pm)/S;
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where the F and U is the area and heat transfer coefficient respectively. From this balance
equation, two CPs can be estimated as;

poor performance
of heat transfer
CP:S, g ____(7;3-”_7;4:) PPS"PPR ACFZ/

: S, (7 - Zn)\/Pss — P b unbalance a1
un alancg at primary side
second side

CP.= Y e = AL,
T SURS, (T - TN Ps - Pa block in
imary side
: : *ACPI

Because the resistance coefficient of
the heat exchanger at two sides, Sr ans Ss,  pioek at normal
and the heat transfer coefficient, U, as well  second side region
as the heat transfer area, F, should not leak between
change within a normal working state, the two sides
two Character Paramcters (CPs) should

also keep in constant. In this way the CP
becomes an indicator of fault of the heat Figure 5 FDS for heat exchanger
exchanger. In a fault-free state, the CPs :

change only within a small range regardless

how the opcration state changes. If a fault

happens, the CP will change greatly. Then the type of fault can be judged from the shape how
the CP’s change. Using the change of the two CP’s, ACPl and ACP2 as the co-ordinator,
Figure 5 shows how the CP change for different types of fault. It is clearly that the direction 1o
which the ACP’s deviate from the zero peint can indicate the type of fault. The space consisting
of ACP! and ACP2 is called Fault Direction Space (FDS).

As the CP comes from the steady state balance equation, the dynamic influence n the
measured data should be filtered out before to composite it. As the thermal mass of the heat
exchanger, outlet temperature cannot follow the change of the inlet temperature on time. Move
average needs to smooth the measured temperature data before it is used in CP. Figure 6 shows
how the two CPs change during a fault less process. This is measured from a real DH system.
It shows that the CP changes around a constant valuc within a smail range although the moving
average treatment on the temperature has been done. This is because the moving average
treatment cannot filter al} the dynamic influence out. There is still something remainder. The no-
linear properties of the heat exchanger, such as the U value and S value change along with the
change in flow rate, can also make the CP change. In addition, the normal error in sensor’s
output is another reason for the change of the CP. Considering these reasons, a normal region
should be defined in the FDS. When the ACP is inside of this region, it is considered as a fault
less state. If the ACP is out of this region, waming can then be made to point out the type of
fault according to the direction of the ACP.
Further study shows that the normal region is ¢
operation state dependent. As the CPl and }

CP2 are the quotient by AT and AP, same 2 ASINTAAANNS A
measurement errers and non-linear effect can  15{
cause different level in CP if the AT and AP is w0l
different as at different operation state. PN TN AN AN s
Therefore, to obtain an uniform normal region, 571
normalised ACP, the ACP* has to be used 10§ [, iirisesborsssssssess e
replace ACP: () 0.1 02 03 04 05 06
Figure 6 Measured CP1 and CP2

ACP*=ACP/DEV(ACP)
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‘where DEV(ACP) 1s the deviation of ACP causing by the sensor’s error at normal level. In this
way the normal region in the FDS as well as the direction of each type of fault can be
independent with operation state.

Detailed study has been done to know the sensitivity, reliability and distinguishable ability of
this procedure. The sensitivity study is to know how serious the fault is when it is able to be
discovered. It is leamt that the sensitivity i1s strongly dependent on the normal errors of sensors.
High precision sensor used will result in high sensitivity. However afier the precision of sensor
comes to a certainly level, the non-linear properties becomes the wall against rising the
sensitivity. Reliability study is to know how often a fault report is made when it is a fault fess
state? This is very dependent on the normalisation of ACP which then related on the estimation
of the range of normal errors of sensors output. Distinguishable ability study 1s to know if this
procedure can point out the type of fault correctly. Fuzzy match can then be used to find out the
type of fault when the direction of ACP is between two types of fault directions. These results
are present in {2].

Fault in secondary network: From the similar analysis, another FDS can be constructed to
detect faults in secondary networks. As drawing in Figure 2, temperature sensors are located at
each branches of the collector to measure the return water temperature from each user’s branch.
CP’s for detection of fault in each user branch can be structured as

C Po — 7.:: + 7:0 — 27;«500( I;:i;}; :::;' rl?:'an u;asiigi;elned
(I =T VL - L =1.2.3 . ACPO
CP, — 7; + 7:: _27:»;:4(:» ‘ !
i g
pipe of branch i

Figure 7 is the ¥DS constructed with ACPO and
ACpi. The largest mod of CPi can be
determinated from all the branches within a
substation. If the point of this ACPi combining
with the ACPQ 1s still instde of the Normal region
, it can be thought as being a fault less state. If this point is out of the Normal region. the type
of fault can then be distinguished by the direction of the point deviated from the zero point. The
possible faults it is able to detected are:

Figure 7 FDS of secondary network

e the branch 1 blocked:

» leak in the supply pipe of 1'th branch;

o leak in the retumn pipe of the i’th branch;

» the water flow rate in i'th branch is too large.

Fault sensors in substation: Slow floated pressure sensor and flow meter at the primary side of
the heat exchanger has been detected at the centre detection level. However, the pressure sensor
and temperature sensor at the secondary side and the temperature sensor for retum water outlet
from the heat exchanger at the primary side should also be checked so to make sure the change
in CPs used above is not caused by fault sensors. Temperature sensors can be checked by the
relationships among them as

Tps > Tss;, supply temp. should be higher than the return temp. of the primary side
Tss > Tsr; heated water should be warmer than the water inlet of the exch. at secondary side
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Tpr> Tsr:  return water at primary side should be warmer than that at secondary side
max(Tsr,i) > Tsr > min(Tsr, 1); inlet water at secondary side should be the mixture of the water
from each branch backing to the coliector.

If the relationship above cannot be satisfied with measured data, it means one of the
temperature sensors is wrong, Further analysis can point out the fault sensor [3].

Another CP can be added to indicate the fault pressure sensor at the secondary side of the
heat exchanger as

(7. - 1,)G,

P @-TVE-E

Combining with CP1 and CP2 in the heat exchanger section, these three CP’s can work for
both the heat exchanger and the sensors around. If there is a leak between the two sides of the
exchanger, in addition of the change in CP1 and CP2 (go down), the CP3 will go up. In all the
other situations the CP3 will be constant unless the pressure sensor fault. If it is pressure sensor
fault causing the AP too small, CP1, CP2 and CP3 will go up. If the AP is too large due to
pressure sensor fault, CP1, CP2 and CP3 will go down.

ENGINEERING PRACTIC

The fault detection procedures discussed above has been used ina few of DH systems in
China as part of the distributed computer control and monitoring system. The computer system
consists of a control centre instaiied with few computers and distributed controllers at every
* substation. Computer network links controllers to the control centre. The fault detection is
carried out in the control centre. Each local controller send the measured data to the control
centre every minute. A filter is used to remove the high frequency noise of sensor’s output and
discover some types of fault sensor if the range of the noise is too high. “if -- then” rules are
then used to detect if there is a circulation pump in a substation being stop or is a damaged
motor-drive valve or other individual fault. Fault detection for pnmarv network is then carried
on for every three or four minutes. Fault pressure sensor and flow meters, leaked or blocked
branches of primary network as well as poor insulated pipe are then detected by the procedure
described in this paper. The possible regions of S value for each branch in the primary network
are estimated step by step in the same time by this procedure, These estimated S values are also
used for regulation of the network, in addition of detecting fault, to distribute flow rate
according to the varied Joad distribution. Fault detection of substation is then taken at every
three or four minutes. This is for checking the situation of heat exchangers and every secondary
network under each substation. Problems in heat exchangers, in secondary networks and in
sensots at the secondary side are discovered in this exercise. If something detected, waming 1s
displayed on the screen of the control centre. Fault report is also printed out responding to the
operator’s command. Detailed information about the fault is printed in the report such as the
type of fault, the location of the fault, the measured data before/after the fault, the reason to
consider there is the fault and the guidance for treatment. Fault information is aiso recorded into
a special database so that it can be checked and analysed later. During the last two years
operation, it scems work well. This system makes operators much easy to discover and repair
fault on time and enable the DH system at high reliable working state.
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CONCLUSION

As the computer industry has being developed very fast, computer control and monitoring
system has been widely used in the HVAC field as well as urban distribution networks.
However the master computer rests at most of time in most of the applications because there is
not enough work to do and the computer 1s getting more and more powerful. Therefore one task
for researchers in this field is how can we let the computer system do more jobs for us and what
more benefits we can get from the powerful computer system? One thing worth to try' is the
fault detection and diagnosis of the being controlled system. The experiment on DH svstem
described in this paper is one of examples.

What we have leamnt from this engineering practice? First, it makes a great difference by
adopting this fault detection and diagnosis facility. The computer svstem 1s no longer a tool for
data collecion and system regulation. It feels much clever. It can analysis the system
performance and find out faults much fast and correct than the operator. Records on the fault
detection result is also the great help for maintaining and improving the DH svstem. Second, in
order to put the FDD technology into practices, a standard uniform procedure is very important,
We cannot keep to write software or different knowledge bases for every DH systems. Common
software and common knowledge base must be developed in general. The difference tn svstem
structure should only be described in a configuration file. This is part of the reason for us to
develop the S region contract procedure and the FDS method. The former one can used in any
networks providing the topologic structure of the network is wntten in a special file. The later
can be widely used in any component and sub-system in the HYAC field if the explanation of
CP is estabilished and defined in a2 configuration file. As the start point of FDD, the measured
data is the base for any FDD procedure. Therefore the way for treatment of the measurements is
one of the keys for making the FDD be successful. Any sensor does has a error at a certain
level. For instant the error in a temperature sensor can be (.1 °C or 0.2 °C. This must be taken
into count. Ingenious treatment of the permissibie sensor error can achieve much reliable result.
This is the third conclusion. '
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SENSOR FAULT DEFECTION OF HVAC SYSTEM
—SYSTEM CONSTRAINTS AND VOTING—

Cheng H. Yang, D. Eng Yi Jiang, D. Eng.

ABSTRACT

In an HVAC system many sensors are used for the purpose of control and measurement.
Sensor fault mav cause wrong measuring and incorrect control operation. In order to increase
the reliabilitv of HVAC system. sensor fault must be detected. In this paper we present a
method for detection of sensor fault in HVAC system.

1. INTRODUCTION

In order to make HVAC svstem work effectivelv, sensor fault should be detected while the
systern is running.

The process in an air processing equipment is a physical process, and physical laws should
be obeved. These phvsical laws play numerical constraints on the process. For example, the air
temperature before a cooling coil should be lower than that after the it, and the heat lost by the
water on one side of a heat exchanger should be equal to that obtained by the water on the other
side of the heat exchanger. This idea was first proposed in reference [1].

An HVAC svstem consists of many air processing equipment. The processed air flows
from one equipment to another. The air state at the outlet of one equipment is the same as that at
the inlet of the next equipment. All the constraints both in an equipment and between two
equipment should be satisfied i a real svstem. If the measurement data show any violation of the
constraints, sensor fault must occurs.

The constraints are divided into two tvpes: equality constraints and inequality constraints.
From equality constraints, whether any of the sensor outputs contained in the equation is wrong
can be determined. Inequality constraints can determune fault occurred in the sensor output
contained in the inequality, if it is violated. However, the inequality constraints are not violated,
it is not necessarily no fault occurs.

Usually, one sensor output is contained in several constraints, and differemt sensor outputs
contained in different constraints. Different sensor fault causes different constraints violated,
Therefore, the sensor fault may be determined through checking the violated constraints.

This paper presents a method to construct and infer the system constraints and determine
sepsor fault by voting. A simple example is given to illustrate the method, and the result 1s
analysed at the end of the paper.

Cheng Han Yang is postal doctoral research fellow, Department of Thermal Engineering,
Tsinghua University, and Yi Jiang is professor, Tsinghua Universitv,
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2. SYSTEM CONSTRAINTS

In a system equipment are used for air processing, and each of these equipment performs
special function. It influences the temperature. humidity or other parameters of the air flow
through the equipment. In other words, the air flow through each equipment will be changed in
temperature, humidity and so on. For each equipment, its function is determinate. So that the
change of air parameter through the equipment is also determined. For example, when air flows
through a heater, its temperature will be increased, while the air flow through a cooling coil, its
temperature will decreased and the humidity may also be decreased or maintained as before.

Because the function of each equipment in the system is definite and when air flows
through an equipment, the change of air parameter is also defimite. So, there exist some
constraints between the state of the air at different locations of the syvstem. If there is any
violation of the constraints in the data measured from sensors, there must be at least one sensor
failed. Each constramt links two seasors, and if it is violated the two sensors are possibly failed.
To determine which of the two sensors is failed, additiona! information is needed. Therefor it is
necessary to expand all eguality and mequality constraints to get more information.

3. MEASUREMENT DATA COMPARING

We have mentioned that in the system physical constraints should be obeved, but in real
application the sensor output values are not accurate, and errors are contamned in the
mecasurement data. If an error of sensor output value is great enough that is bevond the allowed
range of that sensor, the sensor is considered failed. If the error is within the allowed rangc. it is
considered work properly, but the output value is not equal to the real value the sensor measured.
So that, the constraints should be obeyed under the meaning of threshold. That is to say, if a
constraint shows that two sensor output values should be the save, and the measurement data of
these two values are close enough, the constraint is considered satisfied. For an inequality
constraint ,>1),. if the measurement data shows that r,-f3> the threshold, the mequality 1s
considered satisfied.

The threshold is determined by the greatest allowed error of the sensors. If a constraint
reflect the relationship of temperature sensor output value, the threshold is detcrmined by the
measuring error of the temperature sensor, and if it reflect the relationship of two humidity
sensor output value, the threshold is determined by the measuring error of humidity sensor.

4. VIOLATION NUMBER

When a sensor fails, there may be more than one constraints be violated. For each
constraint. at least two sensors are related. From wviolation of a single constraint, it can not be
determined which of the two sensors is fault, and both of them are possibly failed. At this time,
both of the two sensors are marked with one violation. For each sensor, the violation number 1s
the sum of violated constraints that related to the sensor. The sensor with greatest violation
number is usually a really failed one.

5. VIOLATION DIRECTION

If an equality or inequality comstraint is violated. the sensors related to it are marked
possibly failed with certain direction. For example, if an inequality ;> £ 1s not satisfied, that is
the measurement data shows 1,<¢;, there are two possibilities: (1) the measurement value f, is
smaller than its real value and (2) the measurement value ¢ is greater than its real value. So
both of the two sensors are marked with one violation, but with different direction, 1}, is possibly
greater while 1 is possibly smaller. The violation direction is the direction of the error of a
sensor output. There are two possible directions one for positive error, while the other for
negative error. Correspondingly, the violation mumber of a sensor is recorded by two variables
each for a possible direction.
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6. CONFIRM NUMBER

Contrary to the violate number, there is a confirm number for a sensor, if the sensor is
related to a equality constraint. For example. if in the system there is a constraint of 15—, and
thc measurement data fp and 7, are close enough. 1t is considered that this equality is satisfied
and both of the two sensors work properly. So that both 15 and ¢, are confirmed once. If a sensor
appears in more than one equaklity and 1s confirmed more than once. its confirm number is great
than 1. The confirm number of a sensor is the number of satisfied equalities that related to the
SEnSOr.

7. CONSTRAINT EXPANSION

A sensor measurement appeared only in the constraints determined bv the equipment
before and after the sensor, so that it appears only 1n a few of constraints. Some times when a
sensor fails, there is only one constraint be violated, in this case, there is not enough information
to determine which of the two sensors failed. In order to determine the failurc of a sensor, at
least two violation with same direction are needed. There for it is necessary to expand equalities
and inequalities to list out all the implied constramts directly. From the above constraint 1, > 1,
and 1,>1p we can get another constraint that is 1, > f and expand ail the equality and inequality
constraints like this. In this way sensor fault can be detected by voting. For instance, if the
measurement {;,>1{, and {3, >1,, it can be determined that /3 1s failed, because two constraints are
violated by 15, while onc violated by 1, and one by £,;. The violation of 15 is 2, while that of 1, 1s
1, and that of 1 is also 1. The sensor with greatest violation number is 75, and it must be a real
failure and violation numbers of 1, and ¢, are cause by 15 and so are to be excluded.

Expanding of systemn constraints is one of the most important steps. from this step, all
mmplied constraints can be dernived from the constraints derived from the function of each air
processing equipment, and list out all the implied relationship directlv. In an unexpanded
constraint system, a sensor output value usually appears in a few constraints and is usually
restricted bv only one value in each direction, and if the relation between the sensor output and
the restricting value do not satisfv the constraint, it is impossible to determine which of the two
values is wrong. In an expanded constraint svstem, all implied constraints are listed out directly,
the greatest value and the lowest values are restricted by equalities, and each of the sensor output
value is restricted at least by two values in each direction. Therefor if any of the sensor output
value is far awayv from its real value, there must be at least two constraints be violated by that
value and it is easy to be detected by checking the violation number. It is easy for computer to
check 1f there is any of the constraints be violated and count the viclation of each sensor in each
direction.

8. FAULT DETECTION AND FALSE ALARM EXCLUSION

In the step of fault detection, it is assumed the violations, if there is any, are cansed fewest
wrong values, or in other words, to make the all constraints satisfied, as few as possible values
should be corrected. Each equality and inequality constraint is related to two sensors, If it is
violated, two sensors linked to it may be marked possibly fail, but actually the violation is
usually caused by only one sensor fault and the other is a false alarm. Once the real failed sensor
be detected, the false alarms should be to be excluded.

To detect a sensor fault, violation number of the sensor is checked. The violation number
of a sensor is the sum of constraint which are vioiated by the sensor measurement data, so that 1t
reflect the possibility of the sensor failure. The sensor with greatest violation qumber of a certain
direction is most possibly the failed one. It is determined fail and the violation of the constraints
is caused by the fault of the failed sensor and the violation number of other related sensor is
caused by the failed sensor and should be excluded.

In our example rp is detected higher and two constraints violated by it is 1,>15 and 1.>1;.
these two constraints lead the two other sensors £, and ¢,. When 13, is detected fail, the alarm of
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tp and 1, are considered false alarm. So that the violation number of both #, and 1, are reduced
by 1, to exclude the false alarm caused by 13,

The violation number for each sensor is recorded by two variables, one for higher value the
other for lower value. In the above example, higher violation number for 15 is 2, while the lower
number is 0, the lower number for 7, and 1, is 1, while the higher number is 0. When 1 is
detected higher, so that the lower number of 7, and ¢ is to be reduced by 1. So that false alarms
of 7, and 7, are excluded. Sometimes, sensor fault can not be detected just by inequalities,
because of only one inequality constraint is violated by a pair of sensor output. In this case,
equality is needed to determine which sensor 1s failed or not.

9. EXAMPLE
In a system of one handle unit shown in Fig. I, it consists of a cooling coil, a heater and a
steam humdifier. The constraints can be listed out from each step of air processing.

max(loty)2 1y, > min(ig )
max{dgydy)2 d,, 2minid, d,)

tm > 1} (if the cooling coil work)

tyy =1} (if the cooling coil not work)
d,, > d; ( if the cooling coil work}
dy, = d} ( if the cooling coil not work)
o > 17 (if the cooling coil work )

th > 1, (if the cooling coil work )
15> 1) (if heater works )

1> =1t; (if heater not work)

dy ~d;

fo > 12 (if heater works)

to >tz ( if heater works)

d; > dy ( if humidifier works)

d; —d> (ifit not work)

=1

If any of the constraint in the svstem is violated, thcre must be a sensor failed. For
example, if the measurement data shows that d;<d>. there must be one sensor failed in dj and d.
But from this violation, it cannot be determined which of the two sensors failed.

Expand all constraints denived from each single equipment. additional constraints can be
derived. For example, from d;-d> and d;2d5, a new constraint d;2d; can be derived. If the
above measurement data shows d;<d, d;>d; and dj<d>, it can be determined that o is failed,
because there are two constraints about 4 are violated with same direction, while for each of 4;
and 4. there 1s onlv one constraint violated. When the failure of @ is determined, the violation
of constraints about d; and 4; are considered false alarm and shouid be excluded.

16. ANALYSES

A HVAC system is a dynamic system, and the state of the air processed is changed
continuously. Sometimes a measurement value is restricted in wide range while in some other
time, It is restricted in narrow range. When a sensor output is restricted in a narrow range, the
error of the sensor output value can be easily detected. In the system of above example and in
the season of summer, at noon the outside temperature f, is much higher than the temperature in
the room ¢,.. At this time, the range for temperature of mixed air is wide and a small error of the
sensor output f,,, 1s difficult to detect. But at night the temperature outside 1s close to that in the
room, namely to is close enough to 1, at this time the range for 1, is restricted in a narrow range
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and a small error of 7,, is casy to be detected. But if the state of svstem does not change. some
errors may not be detected.

For a system of more than one subsystems the outside temperature ¢, should be the same,
and ¢ ,and 7, for all subsvstems should be close enough if they use same heat and cool sources.
and the temperature in the room ¢, should be close to each other. These are strong constraints for
a large svstem and that makes each sensor output value appears in at least two constraints, that
is necessary for voting method.

11. APPLICATION
This method has been used in a svstem for rubber plant with six subsvstems. The result
shows that 1s effective for detection of sensor faults.

12. CONCLUSION

Detection of faulted sensor of a HVAC system is an important work and detection of
slowly floating error of a sensor output is one of the most difficuit tasks. Because the slowly
floating error does not influence the dvnamic characteristic of the system. the fault cannot be
detected from the dyvnamic characteristic of the sensor output itself. It can only be detected by the
relationships of the air state at different locations of the svstem.

This paper presents a new method for detecting of the slowhy floating error of a sensor
output by taking use of the relationships of air state at different location of the svstem and
companing the output values of ail sensors.

Simulation and application shows that this method is effective especially when used in a
large svstem with many subsystem.
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Fault Detectios and Optimization for a heating system

Knabe, G.; Kremonke, A.; Wagner, H.-J.

Dresden University of Technology
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Abstract

A sensitivity analysis on heating systems is carried out. It reveals the dominating impact of an
inlet temperature fault. The heat consumption analysis proofs that there s a linear dependence
between daily means of heat consumption and daily means of outdoor temperature. An operating
failure can be detected by comparing the heat consumption with an outdoor dependent threshold.
Room temperatures are mainly determined by occupants behaviour. Each room has a different
temperature evolution. Furthermore the room temperature is dependent on the control system in
use. Parameters to optimize are heating curve and night set back recovery.

1. System description and Objective

A single pipe and a two pipe system (fig. 1) have been investigated by employees of the TU
Dresden for two years. Both systems are installed to run a 5-storey residential building in
Dresden. The effectivness of refurbishing strategies and a comparison of heat allocators are of
major interest. A direct link connects the remote power station with the substations of the
residential buildings which deliver warm water to heat 20 flats.

Central outdoor dependent inlet temperature of the substation is accomplished by entraining
return water. Heat demand of the radiators is controlled locally in 10 flats by thermostatic valves
(TRV) and single room controllers (ERS) respectively. A on-off control is used to adjust
heating-power as part of the single room controller. '
During the investigation measurements are taken for monitoring systems behaviour as well for
fault detection [1], [2], [3].

2. Sensitivity analysis for faults in heating systems under stationary conditions

The following equation shows the simplified heat transfer scheme for the system heating-room-
building:

Q = me(d, - o) = kA Adm = C(d,-0,)+Q 1)
cooling of heat  heat flow heat balance
medium via radiators of building
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where

ap - %
i In O
o, - 0
where
A - heating surface
C - specific heat loss of the room (insulation and air exchange)
Q - heat output of the radiator
Qg - gains (solar heat gains, inner heat gains)
k - U-value
mc - heat capacity flow
& - temperature
indicees:
N - nominal value
R - outlet
V - inlet
a - outdoor
i - room

When doing fault detection the following influencing quantities are considered:

- inlet temperature O,

- heating surface A

- mass flow m

- insulation and coefficient for ventilation C.

When performing the sensitivity analysis these quantities are related to reference values, i.e. their
values in “faultless” and undisturbed conditions. Reference values will be marked by “*’.
The following characteristics describing the faults are introduced:

b, - 0 -

inlet temperature fault C = Y__* resp. C, = o, - 0, (2)
oy - 0,

. A _

heating surface fault C, = — (3)
A-
m

mass flow fault G, = — . 4)
m
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4

specific heat loss c, = (5)
C L

The influence of the disturbance variable is expressed by the ratio of free heat gains and heat
losses '

. B ©)
c(d; - b)

To determine the outdoor temperature dependent reference value 8y, the heating balance (1) is
setup for the faultless and undisturbed (Qs = 0) case:

= *

Q" = me(dy - 8) - kNA'-( ok ] (i“——} AD = Co(8; - B

A ﬁnN th,,

(7

For the heatmg systems considered here m* = . Their desngn is expected to supply
m, AS_,, O ,andfor 8, = © . V(1‘),,’1.4) 0y and f’n(f’m) O v Given these date it
is posmgle to deterrmne f) from eqs. (7) forany outdoor temperature 8, < ;.

Equations (1), (2), 3), (4), (5), (6) and (7) lead to

+Cs (3

.- LS _ _ _ l+m _
Q. C, (By - B,) - (B - B,) _ ¢, [Aﬁ ) o B - B
Q’ -

x = 3 = C4
B - 0 AD

The deviation of room temperature in response to the fault extent is esteemed a value to
determine fault-sensitivity. The room temperature is dependent on the fauit and the outdoor
temperature. The most essential deviation is caused by an inlet temperature fault (see figure 2).

The example below illustrates this statement.
Design: By, = 90 °C; By = 70 °C; 8 = 20 °C; Bn=-15°C,m=033n=0
With equation (7) and (8) the room temperature and the relation & can be determined by

iteration (see figure 2) for any outdoor temperature. Q’

For an outdoor temperature of 0 °C depending on the fault mentioned the room temperature
becomes (C, = 1 exept for those in consideration and C, = 0):

1. inlet temperature C/=10K: & =235°C
2. heating surface C,=12 0. =218°C
3. mass flow C,=12 : © =208°
4. insulation, vent C,=08 0. =228 °C
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With the occurence of the disturbance C, the temperature becomes

C,=-08: b =248°C

3. Fault detection based on the buildings heat-consumption-plot

In the heating system considered here errors may occur in the substations management and
locally in the tenants control systems. In the substation the following errors are likely to appear:

- pump breakdown
- breakdown of BEMS-components
- defective valve (leakages, contamination, blocking....)

Pump breakdown can be easily detected by temperature and pressure measurements. To
determine other failures a model or a graphic scheme is needed.

Figure 3 shows the hourly heat consumption in dependence of the outdoor temperature.

The system is run by an outdoor dependent inlet temperature. While still following the outdoor
temperature the inlet temperature is reduced by 20 K during night hours.

Two regression curves can be perceived for daytime and night setback respectively. The
deviation of single values are considerable when hourly means are taken. At lower outdoor
temperatures fewer measurements could be taken. When scanning daily mean values of heat
consumption a deviation decisively smaller can be expected (refer to figure 4). Therefore the
monitoring of daily heat consumption is useful for fault detection. A diagnostic routine is to be
launched when measurements are recorded violating a given error threshold.

4, Obstacles to fault analysis based on recordings of room temperatures

The heating of rooms aims for comfortable indoor air conditions during the occupancy time. The
energy consumption has to be a minimum,

A fault analysis drawn from measurements of the room temperature evolution is difficult as one
has to pay attention to the occupants behaviour. Room temperature measurements were carried
out in 100 rooms of a single pipe and a two pipe system respectively. Each room has its
characteristic room temperature plot related to its occupants behaviour. It depends on the
installed local controller too. Figure 5 shows the mean room temperature evolution of the single
pipe system covering all tenants. Furthermore the related daily mean value for living room,
childrens room, bathroom, bedroom and kitchen regarding to ERS and TRV is exposed. There
are only small variations between working days (Mo-Fr) and weekends (Sa,Su). While in the
living rooms and bathrooms the highest room temperature were recorded the room temperatures
of bedrooms are the lowest.

The daily mean room temperatures related to the ERS - system are higher compared with those
of the TRV system except of the bathroom. The biggest deviations concerning the local
controllers influence on room temperatures can be detected when monitoring kitchen room
temperatures. As programming functions are available with the ERS system kitchen room
temperatures vary over a wider range. For the ERS systemn the maximum of the variation range
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over a day is 2 K when considering living rooms. This value is smalller for TRV controlled
systems ( all examples are related to the single pipe system). In fact each tenant proofs a different
occupants behaviour. Figure 6 shows the daily mean evolution over a year of the room
temperature for a tenant with a high scale energy consumption (A) and a low scale energy
consumption (B) respectively. The curve related to tenant B indicates only one occupancy period
- that is in the evening. Tenant A's plot reveals two peaks of room temperatures- that is in the
morning and in the evening. In the bedroom temperatures for both tenants a noticable cooling
down process can be percieved. :
Figure 7 shows the frequency distribution of room temperatures related to means. This figure
indicates a normal distribution for the room temperature. Data of living room temperature for the
tenants A and B in the time period of 7 a.m. to 9 a.m. were used. This plot is based on hourly
means of room temperatures covering all days of the heating period. Means and daily evolutions
of room temperatures are exposed in figure 8. Measurements taken during the occupancy time
within the heating period were utilized. Furthermore the maximum and minimum of hourly means
of the room temperatures having occured within the related time range are shown. The plot is
completed by thresholds based on probalility ranges of 80 % and 90 %.

A fault detection based on room temperatures can be performed in the following way: Over a
certain time period room temperatures have to be compared with a plot given in figure 8. If
occured values does not fit within the boundaries a local malfunction may be expected.

With more rooms indicating a similiar trend a central error is taking place and an error diagnosis
has to be launched.

An optimization of the systems operation has to consider the occupants behaviour.

The determination of categories of tenants is a necessity before forming optimization strategies
and doing fault detection.

A suggestion for such a category-related-investigation couid be:

Category I: 0, =18 °C (D, < 19,5 °C)
Category II. 0, = 21 °C (19,5 < ¥, s 22,5 °C)
Category I ©, = 24 °C (22,5 °C < )

Analysis to this continue.

5. Optimization of the heating curve

In the substation the inlet temperature is controlled dependent on the outdoor temperature. The
determination of the inlet temperature is based on a linear equation. '

When judging the current heating curve one has to pay attention to occupants behaviour and
local control units. When discussing the ERS-system one has to- monitor the proportion between
heating-up and cool-down time. A proportion of 1:1 is esteemed an appropriate value.
Deviations from that relation may be caused by power to high or low respectively.

Figure 9 exposes a heating curve too high powering the single pipe system. An occupants

behaviour related to category III (refer to figure 10,11) instead of category II corresponds with
the desired proportion. Instability may often be perceived at TRV-controlled radiators following

61



a power too high (refer to figure 12). As catagory Il is demanded for the Kitchen’s room
temperature, radiator surface matching fourfold air change per hour was installed. This high air
change scarcely occurs. Due to low valve authority instability is more likeley to be recorded at
two-pipe-systems. At TRV controlled radiators the outlet temperature evoluation signifies
whether a power supply too high or low is applied. Figure 13 shows that because off high supply
there is a eminent flow restriction bringing outlet temperature nearer to the room temperature.
The heating curve has to match the room with highest demand on the inlet temperature. For a
single pipe system with an upper distribution scheme it would be the uppermost radiator.

6. Optimization of heating up time

Figure 14 shows the inlet and outlet temperature evolution as well as the heat flow over a one
week period in the single pipe system.

The plot allows the conclusion that heating up time does not match with tenants needs.
Apparently during heating up time occupants demand is less than heating supply. That inevitably
leads to a fast rise of the outlet temperature.

The provided outlet temperature limiter initiates a lowering of the inlet temperature. Therefore
the transfered heat flow is reduced (close to zero at 5.45 am.). An unnecessarily high heating up
peak is recorded. The time for night set back recovery is chosen too early.

In the mean time investigations to optimize the heating up time are launched.

7. Summary

This report introduces a useful error detection for buildings checking the experimentally
determined heat consumption curve.

An error analysis based on room temperatures has to regard the wide range of occupant
behaviour.

The statistic values of room temperature covering occupant behaviour depend on the local
controller used. Following issues are of major interest:

- adjusting the heating curve
- optimized heating up time.
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ABSTRACT

This paper presents a methodology which uses a combination of techniques: thermodynamic
modelling, pattern recognition and expert knowledge to determine the "health” of a reciprocating
chiller and to diagnose selected faults.

The system is composed of three modules. The first one deals with the detection of faults that
are more discernible when the chiller is off such as sensor drift. The second module detects
Jaults during start-up and deals with those related fo refrigerant flow characteristics, which are
generally more apparent during the transient period. Finally, the third module detects
deterioration in performance followed by diagnosis when the unit is operating in a steady-state
condition.

The approach has been experimentally tested on one laboratory unit and results presented. It
is emphasized that further data is required to establish the repeatability of the emerging patterns
and validate the applicability of the approach to the reciprocating chillers in general.

INTRODUCTION

Vapour compression refrigeration systems constitute the largest portion of commercial and
industrial refrigeration capacity, accounting for an important portion of energy consumption in
these sectors. In large office buildings for example, it 1s estimated that 10% to 25% of the total
electricity consumption can be attributed to cooling systems alone (Huang, Akbari, Reiner and
Ritschard, 1991). Moreover, these percentages can be significantly higher if a cooling system
1s operating at low performance levels due to the presence of faults (Herzog and LaVine, 1992).

Fault detection systems for commercial chillers currently focus primarily on preventing
mechanical failures, which is generally achieved through the use of switches that cut out the unit
when temperatures and/or pressures exceed preset limits. Generally, these systems do not provide
direct information as to the "heaith" of the chiller prior to its shut-down, resulting in unexpected
periods of unavailability and to extended periods during which the unit operates under abnormal
conditions. However, as chillers become better instrumented, advanced low-cost fault detection
and diagnosis modules become increasingly more attractive.

Fault detection and diagnosis systems (FDDS), developed for application to vapour compression
units, generally employ one of the following two procedures:

1. Estimation and

2. Pattern Recognition.
Estimation-based procedures are used in systems which employ physical or statistical modeis to
estimate relevant process variables. Figure 1(a) shows the structure of this type of FDDS. In
general, process system models are used to estimate the values of the process variable. These
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values are subsequently compared with measured process variables. The resulting differences (or
so called innovations) are then supplied to a separate module where the diagnosis is made.

nputs . Monitored <
SyStem Qutputs -
Model ->@ Module
(a) Fault detection and diagnosis through estimation
Measurements Feature Diagnosis
Extraction | Classification
(b) Fault detection and diagnosis through pattern recognition
Figure 1 Procedures for fault detection and diagnosis

Figure 1(b) shows the structure of pattern recognition-based FDDS. In this type of scheme,
features particular to the process in question are extracted from measured data. These features
are then matched to pre-determined classes (normal operation, fault 1, fault 2, ... etc.) which have
been generated a priori from training data.

Researchers have used FDDS employing one of the above two procedures and in some cases
estimation and pattern recognition procedures have been used together (Shoureshi and
Wagner, 1992; Sami, Zhou and Tulej 1993; Grimmelius, Klein Woud and Been, 1994). For
example, Grimmelius, Klein Woud and Been (1994) developed a system that used a non-linear
regression model of a chiller to estimate the process variables. These estimations were
subsequently used to generate innovations which were classified by a fuzzy pattern classification
routine, The system was developed for a water chiller equipped with a thermal expansion valve
and was tested on common faults of this type of machine.

Grimmelius, Klein Woud and Been (1994) identified three areas for further development:
1. Generic chiller models requiring‘no training data;

2. Fault detection capability during transient conditions; and
3. Methodologies identifying a wider range of faulty behaviour.
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The purpose of the work presented here is the development of a methodology for a performance
monitoring, fault detection, and diagnosis system. This methodology is developed for
reciprocating chillers, and integrates techniques derived from physical modelling, artificial
intelligence and pattern recognition. This paper focuses on the detection and diagnosis of faults
for a reciprocating chiller during transient and steady-state conditions. An innovative approach
is the utilisation of the transient characteristics during start-up to provide useful information on
the “health" of the laboratory test unit,

TEST UNIT
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Figure 2 Test Unit

Experiments and FDDS development was carried out on a refrigeration test unit, shown
in Figure 2. It is based on a commercially available reciprocating chiller using refrigerant R22
with a cooling capacity of 17.6 kW (5 RT).

The chiller components include a two cylinder semi-hermetic compressor, a cleanable shell and

tube type condenser with water circulating through the tubes, and a direct expansion shell and
tube evaporator. The chiller is equipped with a thermal expansion valve.
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The test conditions for the chiller are achieved using a single storage tank and two three-way
mixing valves serving two PID controllers. In order to have a controlled set point temperature
at the inlet to the evaporator and condenser, the three-way valve supplying the evaporator mixes
warm water from the storage tank with return water, while the valve serving the condenser mixes
city water with storage tank water respectively.

Instrumentation and Data Acquisition System
The instrumentation of the testbench is composed of eleven platinum Resistance Temperature

Detectors (RTDs) (tolerance: +0.25+0.0042T°), four pressure transducers and two flow meters
as given in Table 1.

With the exception of the RTD which measures the crankcase oil temperature (TE107), dry
surface-mounted RTDs are used. This type of installation was chosen not only to avoid problems
with refrigerant leaks, but also to duplicate the most likely way RTDs would be installed in the
field. Pressures are measured using optical pressure transducers (accuracy: +6.5 kPa (1 psi)),
mounted in the manner usually employed for pressure gauges, and as close to the desired point
as conditions would allow. Flow rates are measured using positive displacement flow meters
(accuracy: £0.077 Us (1.2 gpm)).

Data acquisition is carried out using a microcomputer-based system which enables the user to

establish sampling frequencies of up to 1Hz. The output data files can be stored on the PC

serving the test unit and can also be transferred to other platforms with specialized software
applications for further analysis.

Table 1 Measured variables

TE101 Discharge temperatuse, °C (°F) EXPERIMENTAL METHODOLOGY

TE102 High pressure (HP) liquid line temperature, °C (°F)
TE103 HP liquid line temp. (before filter dryer), °C (°F)
TE104 HP liquid line temp. (after filter dryer), °C (°F)
TE105 Low pressure liquid line temperawre, °C (°F)
TEL06 Suction line temperamre, °C (°F)

TE107 Crankcase oil temperature, °C (°F)

TE108 Evaporator entering water temperature, °C (°F)
TE109 Evaporator leaving water temperature, °C (°F)
TE110 Condenser entering water temperature, *C (°F)
TE111 Condenser leaving water tempenature, °C (°F)
PT101 Crankease oil pressure, kPa (psi)

PT102 Discharge pressure, kPa (psi)

PT103 Suction pressure, kPa (psi)

PT104 High pressure liguid line pressure, kPa (psi)
FT101 Condenser water flow rate, I/s (gpm)

FT102 Evaporator water flow rate, 1/8 (gpm)

Chiller Fault Detection and Diagnosis System, namely:

The unit was used to map the normal range
ofoperating conditions for commercial chillers.
This was accomplished by changing the setpoints
for the entering water temperatures at the
evaporator and the condenser, simulating different
cooling and chilled water return
conditions.Cooling water temperature was varied
between 22°C (71.6°F) and 34°C (93.2°F) , while
the chilled water entering temperature was varied
between 10°C (50°F) and 15°C (59°F). The flow
was set at 1.0 I/s (159 gpm) for both the
condenser and evaporator for all experiments.

Five faults were used to develop and test of the
refrigerant floodback at start-up,

refrigerant leak, refrigerant line flow restriction and condenser and evaporator fouling. The fault
associated with the refrigerant floodback was the only fault not deliberately introduced, as it was
inherent in the chiller system due to a slightly undersized evaporator unit. The remaining four
faults were introduced asshown in Table 2. The experiments were performed under ambient
conditions, and temperature, pressure and flow variables were monitored every 10 seconds.
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Separate files were created for transient and steady-state behaviour, and were subsequently used

to develop and test the CFDDS.

Refrigerant leak

Table 2: Fault T%%es
| Fault 13 Fault Introduction Mechanism

Removal of refrigerant

Refrigerant line flow restricion
{Plupged filter-drier, obstructions in the pipipg etc.)

Throttling of line afler condenser

Condenser water side flow resislance
{Pump fault, fouling, etc.)

Reduction of water flow

Evaporator water side flow resistance
(Pump fault, fouling, etc.)

Reduction of water flow

CHILLER PERFORMANCE MONITORING, FAULT DETECTION AND

DIAGNOSIS SYSTEM

The system is subdivided into three distinct modules as shown in Figure 3:
The Off-Cycle Module is activated as soon as the chiller is turned "Off" for night

Figure 3 Flowchart for a Chiller Performance Monitoring, Fault Detection and Diagnosis System
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time. It checks the performance of selected sensors and alerts the operator if one
or more mechanical problems are detected before the next start-up.

The Start-Up Module is activated as soon as the chiller is turned "On" in the
morning and remains active for about 15 minutes of operation.

It detects faults associated with refrigerant flow control that are easier to detect
before the system reaches steady state.

The Steady-State Module is activated once the chiller reaches steady state. It
remains activated while the machine's operating status is not changed. It ensures
that the unit is operating within acceptable energy performance limits and
performs fault detection and diagnosis primarily for faults that can not be
compensated by the thermal expansion valve.

A detailed description of the individual modules follows.

Off-Cycle Module

Temperature sensor failure can take one of two forms: sensor bias and sensor drift. Sensor bias
can be manifested as either a hard failure, where the sensor fails completely, or a soft failure,
where the sensor still operates but produces incorrect readings. In the case of sensor drift, the
bias exhibited by the sensor continuously changes in a given direction with time and can be seen
as a special case of sensor bias.

In aerospace applications, where the reliability of the sensors is essential, hardware redundancy
ensures the continuity of measurement in the case of a faulty sensor. Due to the high costs
associated with multiplicity of sensors. required for hardware redundancy, software redundancy
is an area of active research (Patton, Frank and Clark, 1989). This method uses a number of
approaches to model the expected behaviour of a system so that any measurement errors will be
detected by deviations (or innovations) between state variables determined using the expected and
measured data. In commercial chillers, it is possible to have both software and hardware
redundancy with no sensor duplication and minimal computational requirements. This is possible
primarily due to the mode of operation of the chiller. In a typical office building, commercial
chillers are turned "Off" between 10:00 pm and 7:00 am. This provides a period during which
the temperature of the unit approaches that of the mechanical room. The only part of the unit
that does not reach room temperature is the crankcase oil reservoir, which is equipped with a
heater designed to maintain the oil temperature between 8°C (14.4°F) and 14°C (25.2°F) above
ambient conditions. The Off-Cycle Module uses this cooling period in two ways: for the
verification of the dynamic performance of certain sensors and of the steady-state measuring
capability of the sensor.

Immediately after the chiller is turned off, the temperature decay may, in some cases, be
approximated by a first order model. The variables (Equation 1) may be established during
commissioning. As these variables rely on the unit's time constant (t) and the ambient
conditions, the model will be valid provided the environmental conditions in the mechanical
room are not changed significantly. '

T° = 4 + Be'l* (1)
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In addition to dynamic testing, sensors are tested for bias. This is accomplished by using the
sensor measuring the crankcase oil temperature (TE107) as an independent measurement. The
Off-Cycle Module takes advantage of the built-in control of the oil crankcase heater to ensure
the reliability of TE107. The module checks that the sensors have reached steady-state by
monitoring the respective rates of change of temperature with time. The method used is based
on functional variation, whereby the variation of the measured variable over a fixed time interval
is compared to a hand-tuned value. This temperature variation, for a fixed time interval t, may
be represented by:

D E~
Vn(t) = N }-;Nl‘z;k Ti-!l (2)

Once steady-state is achieved, the difference between individual sensors and TE107 are computed
and compared to values established during commissioning. The procedure used, generally known
as hypothesis testing, determines whether the temperature differs from the established one using
the t-distribution:

()

¢ (n-1)> [AT - .|

If the test is successful, the samples are added to the population from which n, is estimated. If,
however, the test fails then the sensor in question is declared faulty.

An application of the first order model is shown in Figure 4, which indicates the predicted and
measured decay of the temperature read by sensor TE101. The model predicts the decay of
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Figure 4 First order model approximation for the decay of TE101

81



TE101 with an error of less than 3% between 78°C (172.4°F) and 35°C (95°F), the usual

operating range of the sensor. A larger error (< 7%) is encountered at lower temperatures, from
30°C (86°F) to 26°C (78.8°F).

The spike on the measured value of TE101, shown in Figure 4 is representative of the pump-
down transient. The Off-Cycle Module measures the frequency at which this transient occurs and
compares it to a pre-determined value. Any increase in the number of pump-downs is indicative
of a deterioration of either the compressor valve seal or that of the solenoid valve, which isolates
the high pressure from the low pressure parts of the unit (Figure 2).

Start-Up Module

The Start-Up Module is activated following the night (or weekend) "Off" period and monitors
four of the 12 variables installed on the test unit: the discharge temperature (TE101) the
crankcase oil temperature (TE107), and the refrigerant temperature entering (TE105) and leaving
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Figure 5 Features with diagnostic significance

(TE106) the evaporator.

Figure 5 shows a "baseline" transient response of the test unit during start-up. The features are
~ indicated by boxes in the plots, with each feature being defined by its location in terms of time
after start-up (x-axis) and the magnitude of the variable (y-axis). These features are particular
to the unit and, as shown in figure 6, are repetitive. The room temperatures under which the tests

were carried out varied by about 6°C. This variation did not have a detectable impact on the
start-up transient profiles.
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Figure 6 Start-up transients for the test umit

A typical list of faults and start-up features are given in Table 3. It is noted that the list of faults
1s not exhaustive and that the effefect of simultaneous faults on the transient behaviour of the unit
needs to be examined.

Table 3 List of start-up transient features and their possible faults

EEEEEEE e
Feature*
No.* Feature Possible faults associated with shifts in magnitude or timing of features
Description
— — ]
1 Peak of TE101 Liquid refrigerant floodback, refrigerant loss, obstruction in refrigerant circuit
2 Inflection of Obstruction in refrigerant circuit, refrigerant loss
TE105
3 Slope of TE107 Liquid refrigerant floodback, thermal expansion valve faults
{ .. .. ; .
‘ £ | Minimum of Liquid refrigerant floodback, thermal expansion valve faults
TE107
5 AT Refrigerant leak, obstruction in refrigerant circuit

(TE105-TE106)

I—_-—u-——————_-__'-_'''_'_'"'__—_''_'''——.——"""'__—_....__.—-'__'''-_—-'——'_'-'-_—'-—..—__._.._______,__._,__
* Refer to Figure 5. )




Either the presence or a shift in features can be used as a diagnostic indicator. This shift is
influenced by the ambient conditions and, in case of outdoor packaged system applications, needs
to be normalized. However, as chillers are indoor units, they do not experience a wide range of
ambient conditions, thereby ensuring that the Start-Up module encounters nearly similar
conditions every time it is turned on.

In case of refrigerant liquid floodback to the compressor, the features associated with’ this
condition include the decrease in the discharge (TE101) and oil (TE107) temperatures, and the
minimum of the oil temperature. The slope of TE107 (Figure 5) indicates that liquid refrigerant
continues to enter the compressor until the minimum is reached, about 6 minutes later. This
minimum coincides with achieving the 7°C of the superheat as shown by the difference between
the low pressure liquid line temperature (TE105) and the suction temperature (TE106). This time
period is therefore associated with the thermal expansion valve response time to arrive at the
operating superheat level of the unit.

The variation between the start-up transients under "normal” or baseline conditions and for
progressive refrigerant loss is shown in Figure 7. It is apparent that start-up transients of the
"normal" chiller are markedly different from those of the faulty chiller in terms of mainly peak
temperatures (TE101), and this feature is progressively modified according to the severity of the
fault. Figure 8 displays the temperature transients for a progressively more severe flow
obstruction in the refrigerant line. As shown, there is a clear upward shift of the TE101 peak as
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Figure 7 Comparison of start-up transients between baseline and unit with progressively
lower refrigerant charge
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well as a displacement in time while the inflection of TEI05 appears to occur at a lower
temperature than the baseline case. Increased obstruction produces a further shift to the
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Figure 8§ Comparison of start-up transients between baseline and unit with progressively bigger obstruction in liquid
refrigerant line

magnitude and timing of the peak. The inflection of TEL05 was not affected by the increase in
pressure drop.

The features exhibited by the increased obstruction are nearly similar to those exhibited by
refrigerant loss as seen in figure 7. Although this process allows us to detect a faulty condition,
it may also permit the classification of each fault, but this needs to be further investigated.

Steady-State Module

Steady-state condition is determined using the same detection method used in the Off-Cycle
module (Equation 2). Once steady-state is reached, the module performs two functions: the first
one deals with the units' performance and the second one seeks to detect and diagnose a pre-
determined number of faults. This approach was devised so that the Chiller FDDS can detect
deterioration in performance even in cases where no fault models have been defined, or in the

.event of multiple simultaneous faults. The performance level is established using a simple
thermodynamic model of the chiller based on the manufacturers’ data, while the fault detection
and diagnosis procedure uses multiple linear regression models to generate innovations. The
pattern of these innovations is subsequently classified in predetermined fault classes according
to rules derived from literature and experiments.
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Performance Level Monitoring
A simple thermodynamic model for the chiller is used to determine the actual performance of the

unit, as described in detail by Gordon and Ng (1994). The following expressions for the
condenser and evaporator temperatures are derived from heat balance considerations:

O (1+—1—) [1—& V) ]

; COP. 4
Tt = Lo — (C) ®
eond
e Ol """ 1] (5)
evap ~ Ytevap (m C )evap

In addition to the approximation with respect to condenser and evaporator temperatures, the
model makes a number of assumptions that are specific to commercial chillers. In particular, the

model assumes that the zero net change in entropy of the chiller fluid can be expressed as:

085 loss
AS — 0 — Qcond - qc]:ond - QG‘VGP + qevap (6)

T 1,

cond evap

where ¢ refers to the losses due to heat leaks, fluid friction, throttling and superheating. All
heat transfer processes are approximated as isothermal since the deviations from isothermal
behaviour is small relative to the absolute temperatures 7, and T,,,.

An expression for the COP is obtained by combining equation (6) with the expressions for T,

and T,,,,: ' _
. q’$‘d+ﬁ(&+7‘-"‘“’) @)
—]—=-—]+T“';"+]:?"”+ T:‘“‘;’_T"‘q’
cop T~ Lo Qo
Where:
_ Qmp (7a)
T (C) e 1]
_ Q. [1+(]/COP)]
L (C ) g [ 1= ] (7b)

“Based on chiller performance data, the only term on the right-hand side of Equation 7 that
depends on cooling rate and which contributes significantly is the term proportional to 1/Q,,,.
Therefore, for typical commercial chiller operating ranges, Equation 7 can be approximated
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linearly by: - —
Uy T o+ T )

T,
o o,

(8)

In order to use the particular characteristics of commercial chillers, additional assumptions are
imposed regarding the linearity of heat transfer and the isentropic nature of throttling and
superheating (Cerepnalkovsky, 1991). Under these assumptions ¢ is approximated by:

oot =~ Ao+ AT, s %)
and Qg =~ + 4T (10)
Using equations {8)-(10) and setting A,=A,+A,, one obtains:
U T A AT A (T T o)
coP” T O

A, A, and A, are constants that characterize the irreversibilities of a particular chiller and are
derived from data routinely provided by chiller manufacturers using linear regression. The
required data consists of tables representing the performance of the chillers (Q.,, P) for a
number of entering and leaving water temperatures at the condenser and evaporator respectively
('I"‘;‘md"f",‘f,f,p). To estimate 4, A4,, and A,, use is made of the bilinear nature of equation 11, which
effectively is a function of two variables, namely T&,, and T , /Tenp - This is as follows: the
first step in estimating the constants is to plot:

L +1 ——w—t""‘f Q.., against Leona
COP T ’ T (12)

evap

The resulting lines, one for each of the given Th,,, have a slope that is equivalent to the value
of 4,.
Once A4, 1s estimated a second plot of'

[CéP + /- ;;z:f}Qevap + AZ ?Z:f again‘s't T::nd (13)

evap evap
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produces a straight line with 4, as the y-axis intercept and A4,as the slope. A detailed
description of the method for determining A, A,, and A, is described in Gordon and Ng (1994).

The above method was applied to develop the model for the test unit. Figure 9 displays the
calculated COP values for various load conditions for the test unit.

Condenser EWT: 26°C (78.8°F)
Evaporator EWT: 15°C (55°F)

Condenser EWT: 30°C (86°F)

o
g 3 i1
Evapcrator EWT: 14.5°C (58.1°F)
24
14
o + + ¢ ¢ $ -{
0 100 200 300 400 500 600

Elapsad time s

Figure 9 Calculated COPs for test unit under different operating conditions
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Figure 10 Comparison of measured and predicted COP for test unit
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The calculated COP values compare well with the measured COP and, as shown in Figure 10(a),
the difference between the model-based (calculated) COP and the measured COP is less than 6%,
falling within the measurement uncertainty band. Figure 10(b) shows the model COP following
closely the measured COP during a test where the throttle valve was induced to hunting.

Fault Detection and Diagnosis

Symptom matrices for a number of different faults encountered in vapour compression machines
have been developed (Grimmelius, Klein Woud and Been (1994) and Rossi and Braun (1995)).
The matrix used in the present work was modified using data obtained from experiments and
used for the detection and diagnosis of faults in the second function of the Steady-State Module.
Table 4 displays the modified matrix used for the detection and diagnosis of faults. The "+"
represents an increase in the value of the variable over the normal operation of the chiller while
"-" indicates a decrease.

Table 4 Fault patterns used in the diagnostic module

——— e e,
i Fault " TEI101 [ TE102 | PT102 I TE106 { PT103 I ATcond ATev

Restriction in + _ - | _ + _ . +
Refrigerant
Line

+___+_“-+

Refrigerant
Leak

Cooling Water

Restriction in + N - - - - *
Chilled water

Linear regression models are used to generate estimates of the pressure and temperature variables.
The estimated variables are then compared to their measured values, the innovations thus detected
are then matched, using a rule-base to the patterns shown in Table 4, thereby diagnosing the
fault. As indicated in equation 14, the temperature and pressure variables represented by vector
y are a function of the two independent temperature variables, namely the entering water
temperatures to the condenser (TE110) and the evaporator (TE108).

Restriction in + + + _ " +

y:=B,+B,JE108+B,TE110 (14)
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Variable Adjusted R’ Std. Error of

Estimate
TE101 0.99917 0.11280
TE102 0.99987 0.03416
TE103 0.99988 0.03334
TE105 0.99810 0.63781
TE106 0.99480 0.10531
TE107 0.96945 0.29026
TE109 0.99935 0.01872
TE111 0.99996 0.01969
PT101 0.99311 0.14052
PT102 0.99892 0.51470
PT103 0.99879 0.11641
PT104 0.99878 0.53479

Table 5 Results of Regression Analysis

30




k) ) PT102 (Eatimpted
H TRt @) - B AVAAAN AR ARA AN A ANAAAA
§ =3 3 : !
o TEL02 (Measgredy Uncgraunty > s}
2 7 D, % o : l
% . / / E " IL __PT102 (M od)
i » iiid
E : g - \;\""‘b A'i\‘] B ARARL AN ALY ey LEPNYNS {‘ Y EEEYS
r B J -: mernnes o . et R
0 =0 o WO xH =X @p EHD
Elapsed §rm, & T - :mm:
- WSROI I R
g ® e i} SHES %ﬁ, ApEE RHEY R YT
; z F:P,i.,n maled) Uncertyinty—— L. Y E‘ ¥ ] E i
;130 ' = / i l'lﬂ “WL’ ;‘Lﬁ*'r}],:ﬁr ‘ié E;M%t
H o s ﬁ"nﬁ.ullﬂ £ hE bk inghlIgd
e o AR A A
125'!0 & wo  we @m &HD IO D v Ty T UV THIO! Eimated)

o we 1008 Hee 1004
Elapssd ¥ma.

. . . . ., Figure 12 Differentiation of predicted and measured
Figure 11 Comparison of measured and predicted liquid yapyes during and after the introduction of a restriction in
line temperature (TE102) and discharge pressure (PT102) e liquid refrigerant line

Figure 11(a) and 11(b) display the measured and predicted values for TE102 and PT102 based
on the above model.

The measured pressure (PT104) upstream of the thermal expansion valve and its predicted value
using the regression model during the introduction of a restriction in the liquid line is presented
in Figure 12(a). As can be seen, the pressure after the restriction is decreased by about 85 kPa.
As expected, the effect of this restriction is propagated at other points of measurement around
the cycle. One such point is the temperature at the discharge of the compressor (TEI101), as
shown in Figure 12(b). The average values for the temperature and pressure values were used to
compensate for temperature and pressure fluctuations. The difference between the measured,
averaged temperature (TE101) and the predicted, averaged value, together with the differences

of the other measured parameters, are used to create a fault diagnostic pattern that can be
matched to those described in Table 4.

The experimental results for the case of a flow restriction of 85 kPa, and for that of 140 kPa are
shown in Table 6, and compared to their predicted values ("U", signifies differences that fall

within the Uncertainty band, with "U+" and "U-" signifying tendencies to the upper and lower
limits of the uncertainty band respectively).
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It is apparent that the pattern of the differences between the measured and predicted values for
the first experiment is less discernible than that of the second experiment. This is not only the
result of the increased severity of the obstruction introduced, but is also influenced by the
compensating action of the Thermal eXpansion Valve (TXV) .

Table 6 Patterns generated using the linear regression models for operation of the chiller

with two different obstructions in the refrigerant liquid line

Variable | ~85 kPa Pressure Drop Pattern ~140 kPa Pressure Drop | Pattern
Average, Average, Average, Average,
Measured Predicted Measured Predicted
Value Value Value Value
1 +
TE101 °C I 78.65 78.14 + 79.38 78.09 +
TE102 °C I 35.44 35.54 35.41 35.52 i
U- u-
TE103 °C 34.08 34.16 34.04 34.14
U= U=
|| TE105 °C 0.57 0.87 _ 0.45 0.9 -
TE106 °C || 6.59 6.59 U 6.87 6.62 U+
TE107 °C " 41.71 41.51 U+ 42.62 41.48 +
TE109 °C | 0.48 0.43 U+ 9.52 9.46 U+
TEl1l °C 32.78 32,79 32.72 32.76
U- U~
PT101 kPa |I 616.71 621.90 _ 613.28 622.31 _ -l
J PT102 kPa 1366.65 1372.81 - 1370.37 1372.09 u-
{
PT103 kPa | 486.29 491..85 _ {| 484.60 492,26
I
PT104 kPa 1343.95 1431.42 _ 1290.44 1430.70 _ J

The TXV being the control element in the chiller unit, maintains the refrigerant entering the
compressor at a pre-set superheat level, thereby preventing damage to the compressor by liquid
refrigerant. The superheat is maintained throughout the normal load conditions of the unit by
modulating the TXV. In addition to changing load conditions, the TXV is actuated by
disturbances caused by faults such as obstructions in the refrigerant circuit and the loss of
refrigerant. In these cases, if the valve orifice area were maintained constant, an elevated
superheat would have been produced. Since the TXV can modulate the flow, it reacts to
compensate for the increase in superheat by allowing more refrigerant to flow through to the
evaporator, thereby maintaining the pre-set level of superheat,
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This feedback action of the TXV tends to compensate for the disturbances caused by the faults
modifying the diagnostic patterns, thereby limiting the sensitivity of the rule-based pattern
recognition approach as presented in Table 3.

Discussion

The paper presents a system for detecting and diagnosing faults occurring in reciprocating
chillers. The nature of the chiller fault detection and diagnosis system requires that the signals
carrying the sensor data be filtered to eliminate disruptions in the fault detection and diagnosis
process. The present configuration of the system includes a low pass filter which effectively acts
as a three point moving average smoothing function. Similar filtering will be required to
minimize false alarms from electrical noise or other interference in the quality of the signal.

This system employs three modules each dedicated to a specific operating condition of the chiller.
The off-line module assumes that the sensors are calibrated and properly installed. The module
uses data collected during the periods when the chiller is "off" for extended periods (overnight,
weekends) to estimate parameters that are used to detect temperature sensor faults. Initial
estimates of the parameters may be determined during commissioning and fine-tuned through
additional collection of data following the occupation of the building.

The second module, dedicated to monitoring the initial start-up of the chiller, uses features that
may also be determined during commissioning to detect and diagnose faults since different
chillers may display different start-up transients (Tassou and Al Nizari, 1993). The initial
transient profiles have been shown to contain useful information on the "health" of the test unit.
This information is obtained through the observation of the variations of the transients' particular
features and classified based on a predetermined rule-base. Further work is necessary to ascertain
if the variations in the features exhibited in the laboratory test unit are generally applicable to this
type of chiller.

The methodology followed in the start-up module allows a rapid determination of the chiller
condition which is independent of the behaviour of the thermal expansion valve. In particular
for the test unit, it only takes about one minute for the discharge temperature to reach the first
peak, therefore, it is not influenced by the response of the thermal expansion valve, whose
response is in about five minutes. Consequently the start-up transients, on which the fault
detection and diagnosis are based, is not influenced markedly by the final load conditions.

The detection and diagnosis of faults in this manner accomplishes the detection of faults before
they become serious ones or cause mechanical failure in the machine. However, this method
requires fast sampling, of the order of 5 seconds, and its performance depends on the accuracy
and precision of the sensors employed.

The Steady-State module requires eight temperature sensors and two pressure transducers to
perform fault detection and diagnosis as described in the present paper. Although this may
represent a significant cost, further work may reduce this number through the use, for example,
of differential temperature measurements.

The data collected from the condenser and evaporator entering water temperatures are used by
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the Steady-State module to develop a bilinear linear regression to estimate selected variables for
fault detection and diagnosis during steady-state operation. This necessitates the collection of
training data which are not contaminated by faulty conditions. Data representing the operating
envelope of the unit would not be available upon installation and will therefore require several
months of operation before the data base is complete enough to develop the model. During this
period of training, the "health" of the unit may be determined by the Start-up module in
combination with the performance monitoring function of the Steady-State module. This function
employs a linear model (Gordon and Ng, 1994) for reciprocating chillers. The model was applied
to the test unit and was found to produce acceptable results. Because the physical basis for the
model is clearly formulated and not based on empirical fits, one can state the condition under
which the linear approximation will be inadequate. This deviation from linearity occurs when
the temperature differences across each chiller component are large, leading to increase in
magnitude of the contributions of the linear approximations used to arrive at equation 11. It has
also been shown (Gordon and Ng, 1994) that for the normal operating range of water chillers the
magnitude of these approximations does not affect the validity of the model. The model was
tested for 30 chillers varying in size from 30 kW to 1300kW and the difference between the
calculated and measured COP was within the measurement uncertainty band.

The results presented in this paper pertain to tests performed on one test unit under laboratory
conditions. Furthermore as the extent of the tests is limited, further work is required to verify
the applicability of the approach to the more general population of reciprocating chillers, both
new and retrofit.

CONCLUSIONS

The present paper presents a global approach to the performance monitoring, fault detection and
diagnosis of commercial chillers. The methodology presented integrates elements from artificial
intelligence, pattern recognition and physical modelling do determine the "health" of a
reciprocating chiller and to diagnose selected faults.

The approach taken pre-supposes that all operating and non-operating phases of the chiller can
contribute in establishing fault detection conditions. The three modules of the diagnostic system
include the off-cycle, (initial/morning) start-up and steady-state modules which cover the
spectrum of the chillers’ operating states. This allows the detection and diagnosis of faults at
operating conditions providing the maximum level of information. In the envisaged application
of the methodology, faults that influence refrigerant flow such as refrigerant flow obstructions
or refrigerant leak will be detected and diagnosed by the start-up module prior to the actuation
of the thermal expansion valve. This is an approach that has not been previously used for the
detection and diagnosis of chiller faults, and which has been shown in the present paper to
provide useful information on the "health" of a laboratory chiller test unit. Faults currently not
in the knowledge base, as well as simultaneous faults affecting the energy performance of the
chiller, will be detected by the steady-state module. In addition, the steady-state module can
detect and diagnose faults associated with load conditions as well as providing fault detection
capability in cases of more severe faults which may not be detected by the start-up module due
to unpredicted changes in ambient conditions.
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An important aspect of the methodology is the need for training data. In the case of the off-
cycle, the start-up modules and the performance monitoring portion of the steady-state module,
the data can be gathered during commissioning. However, the diagnostic portion of the steady--
state module requires a larger amount of training data which would not be available during
commissioning. On-line measurement of vartables to establish the normal steady-state operational
envelope needs to be carried out to allow build-up of linear regression models. The start-up
module and the model developed from manufacturers' data will be used to build-up the training
database by filtering out faulty conditions. This requirement will need to be satisfied with a
minimum influence on the performance of fault detection and diagnosis and to the operation of
the chiller.

Generally, steady state and transient fault patterns are modified by a number of factors. These
depend on the severity of the fault and, for the steady-state case, the compensatory actions of
the thermal expansion valve.

As there were a limited number of experimental tests performed, there is need for further
experimental data to verify the repeatability of the emerging patterns with a high statistical
confidence level,

Furthermore this methodology needs additional treatment to improve the definition of the
thresholds for classification of emerging patterns and to establish the range of applicability of
these patterns.  Further study is required to produce an exhaustive list of faults and their
associated transient features and steady-state patterns.
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Nomenclature

A Constant, °C

A, Constant, kW

A, Constant, kW/K

A, Constant, kW

B Constant, °C

C Specific heat, kW/kgK
COP  Coefficient of performance
EWT Entering water temperature
LWT Leaving water temperature
m Mass flow rate, kg/s

n Sample size

N Sample size

NTU  Number of transfer units
P Power, kW

0 Heat transfer rate, kW
¢ Heat losses, kW
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Standard deviation
Entropy, kW/K

Time, s; t-distribution
Temperature, °C
Temperature, K

XV  Thermal xpansion valve
Confidence level
Regression constant

0 Mean

Time constant, s

PRHEHNNT SR

A 3

Subscripts

cond Condenser
evap  Evaporator

Superscripts

in Entering flow
out  Leaving flow
* Estimated
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MAN MACHINE INTERFACE FOR A FAILURE DIAGNOSIS
EXPERT SYSTEM (EnDEx)

Daniel E. Maurer
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Energy Systems Laboratory
CH-8092 Zurich
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Abstract

A system for on-line process visualisation and failure diagnosis is explained in terms of a prototype realisation
and its underlying concepts. The first section sets the scope: The tasks are failure diagnosis and on-line process
visualisation of a heat pump plant. The goals comprise openness of the system, userfriendliness and a clear
knowledge methodology. Section 2 addresses the issues of the chosen system architecture. In section 3 the man
machine interface for a heat pump application is explained by means of the different screens. The sections 4
and 5 discuss the expert system diagnostics and the knowledge engineering methodology.

1 INTRODUCTION

1.1 BASIC SYSTEM ARCHITECTURE

EnDEx (Epergy System Diagnosis Expert System) was desigued as a generic framework for supervisory tasks
in the domain of HVAC equipment and plants (see Table 1). Data from the plant is periodically collected from
the plant DDC or PLC and pasted in a blackboard database (see Figure 1).

Y
DDC controller

Y
Cplant ! process)

Fig. 1: Basic architecture of EnDEx (in grey) as framework for different tasks.
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From here the different tasks can get the data they need or can exchange information with other tasks. The

processed information is displayed in a uniform man machine interface.

1.2 TASKS AND SCOPE OF THE DESCRIBED SYSTEM

task
plant type |ondine process | failure fault ...
subsystem visualisation diagnosis detection

boiler task 01 task03 | .....
heat pump sk #ltask 13 ...
heat distribution task 21 task23  |....
ventilation ..o br... )

Tab. 1: The current EnDEx prototype incorporates the tasks 11 and 12

o Task types: The present state of EnDEx incorporates the task types of on-line process visualisation and
Sfailure diagnosis. Extended detection mechanisms as well as long term wear models are considered for
later implementation.

o Subsystems: The chosen task types were carried out for the heat pump subsystem. Other subsystems could
be incorporated.

o Development stage: EnDEx was developed to the stage of a demonstration protorype. Testing and valida-

tion was carried out at the Scheco Ltd. laboratory plant in Winterthur.

1.3 GOALS

o For EnDEx as a generic framework: Being open for the various plant subsystems and the different tasks
requires the use of standard hardware and software components and communication facilities.

o For EnDEx as man machine interface: To be operable by unskilled service staff a maximat user-
friendliness has to be achieved.

e For the diagnostic part in EnDEx: To ensure a good maintainability of the diagnostic knowledge a ho-
mogenous structure should be realised with the help of a suitable knowledge engineering methodology.

2 SYSTEM DESIGN

2.1 THE PHYSICAL COMPONENTS

o Different analog sensors (temperature, pressure, etc.) and binary switches (high pressure, flow watcher,
etc.) send their signals to the DDC—ontroller. .

¢ The DDC or PLC plant controller acquires the signals, converts and buffers it as digital values. Besides the
standard tasks of the controller (e.g. start-/stop-sequence), a simple data processing may take place. The
controller is equipped with a serial interface,

e An IBM-compatible PC serves as hardware platform for the EnDEx-System.

e A hiph-speed modem with phone- or ISDN-connection access makes the link to the outer world. The entire

local PC screen can be transmitted to a remote terminal.
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Fig. 2: The hardware components of the overall system

2.2 FUNCTIONS OF THE DIAGNOSTIC TASK

s Failure detection: Failures are detected directly from the security switches or from threshold supervision of
analog data within the controller.

& Event management in the plant controller: When a failure event has occurred the controller generates an
alarm message. An alarm script handles data buffering and event data recording.

s Communication of the event data: The buffered values from the last alarm event are uploaded from the
DDC to the PC.

s Diagnosis by EnDEx: Determination of the process state, plausibility check of input data and deduction of
the cause.

s Diagnostic output of EnDEx: It includes failure location, maintenance domain, explanation of the reasoning

path, suggestions for correction and input data are displayed. For details see section 3.7 to 3.8.

2.3 FUNCTIONS OF THE ON-LINE VISUALISATION TASK

The current process state is displayed in EnDEx by means of:
» gauges of some important process states,

» sensor values in PI-charts or in the process data table,

» calculated process values,

For details see section 3.5 and 3.6.

2.4 PROGRAM MODULES AND SOFTWARE PACKAGES

As EnDEx is a prototype standard software was chosen for the different program modules (see fig. 3) .
~ Since up to now no time critical operations had to be performed no special real time operating system has
to be considered. To facilitate the development of user friendly and widely known man machine interfaces

Microsoft Windows™ was chosen,

24.02.1996
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{man machine interface  7oaiBook

Nexpert
ToolBook

expert system

| online process
f visualisation

|blackboard Excel

remote control Carbon Copy

Fig. 3: The program modules are programmed in different standard software packages.

e In particular the multi media authoring software ToolBook™ from Asymmetrix, Inc. speeds the develop-
ment of uniform screens. The object oriented approach (with inheritance features) allows the design of ge-
neric screens that can be used by the specific screens.

o The black board as central database is implemented using Microsoft Excel™

¢ The generic device driver to the DDC equipment of the plant was realised with the communication software
DynaComm™ from FutureSoft, Inc. A fairly mature scripring language allows quick access to the DDC. To
move from the prototype to a commercial system, a custom built device driver (written in C or Pascal)
would replace the current configuration increasing the communication rate. The physical link is done using
a RS 232 serial interface.

s The expert system knowledge base of the diagnostic task is stored and processed within Neuron Data’s
NexpertObject™. A combined rule-based and object-oriented knowledge representation and processing is
provided. The graphical display of the rule network eases development and debugging.

e Remote access and control can be achieved with a standard remote control package such as Microcom's
Carbon Copy™. No explicit communication has to be programmed, since this software transmits the entire
graphic screen to the guest station. A high-speed modem with integrated compression and fault correction
capabilities is required.

The different program modules may communicate with each other either via the blackboard or directly via the

DDE-facilities (dynamic data exchange) provided by MS-Windows™.
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3 SCREENS

3.1 INTRODUCTION

User-friendliness in a supervisory system can only be achieved when certain aspects are taken into account:

All the different controls and commands should be uniformly handled: on different screens the same but-
tons should be placed at the same location; for the same commands always the same command name should
be used.

No user entries should be expected from the user: only buttons, checkboxes, choicelists and menus are
used to control the application.

Always up to date status information should be displayed. Oid information has to be cleared immediately.

In the following the man machine interface is explained with the German screens of EnDEx, For the better

understanding most of the screen texts are translated (= German Screen Text),

3.2 SEQUENCE OF SCREENS

{asks screens
0\ gl welcome screen
farrent process state {gauges)
online process o)
e proce [ current process state (Pl-chart)
current process state (table)
(2]
diagnostic results (failure free)
) event praocess state (Pl-chart) ©
failure event process state (table)
diagnosis
(4]
(5] -
. | failure tree maintenance (rules}
definition of data points (table)
configuration

Fig. 4: Sequence of screens

The users enter EnDEx @ (Figure 4) in a welcome screen. From here they can choose between the different

screens @ of the on-line process visualisation task or switch to the failure diagnosis task €. Within the latter

they can get the different screens in the same way @. The configuration task of EnDEx has to be accessed

from Excel @ or Nexpert © directly.

24.02.1996
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3.3 GENERAL SCREEN LAYOUT (BACKGROUND)

Besides following the Windows conventions for screen design, a background screen layout (see figure 5) for
all screens was designed in order to give the user always the same command and display elements at the same
location.

The #itle section explains the topic that is shown in detail further down in the display section. On the right
hand side in the controls section, all the controls are located to get to the other screens, other tasks or to get
further help on the current topic. All the controls and many of the variable screen elements (e.g. icons, PI-
chants) of the display section are featured with status text that is indicated in the status bar section whenever
the mouse is located above that control. The starus bar also shows internal states of the program such as
"loading", "data acquisition”, etc. A minimum of optional commands for the mature user are provided in the

menu bar.

File Edit Text Page Help menu bar

title
section
display
section
switch
to other
screens
cont[nls
wi section
to other
tasks
) status
| e bar
help

Fig. 5: Screen elements and sections

3.4 WELCOME SCREEN (=TITELBLATT)

Clicking on the welcome screen's big logo, some information pops up about the systems functions and han-
dling. Further information is displayed on pressing the "introduction” (=Einfuhrung..) button located at the
lower right corner. By clicking the button "to gauges” (=Zu Anzeigen) in the control section, the user gets to

the screen "current process state (gauges)”
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Fig. 6: Welcome screen

3.5 ON-LINE: CURRENT PROCESS STATE (GAUGES) (=ANZEIGEN)

Practitioners like gauges of the main process states of a plant. The position of scales can obviously easier be

remembered than an absolute numerical value.

=4

ENDEX - Online

ik
T

Fig. 7: Gauges show some important values of the process

24.02.1696
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Up to twelve gauges can be configured, each with labels for name and unit of the measurement as well as for
the displayed and the critical range (red zone). In the top right gauge in Fig. 7 the compressor pressure
(=p_HD) currently shows 13 bar with a critical range beginning at 18 bar. The needle's position is refreshed
every 10 seconds. In ToolBook a gauge can be defined as an instance/object of a custom programmed class.
Drawing, positioning and updating is thus performed at class level.

By clicking the button "to PI-chart” (=2u Anlage) in the control section, the user gets to the screen “current

process state (PI-chart)”

3.6 ON-LINE: PI-CHARTS AND PROCESS DATA TABLE (= ANLAGE)

ENDEX - Online
1 V1 Hi

Fig. 8: Process chart and measurement values

To overview the total process behaviour of a plant a process and instrumentation chart is useful. A complex
plant can be divided into several subsystems. The screen should not be overloaded with labels for the different
measurements. More than 20 labels are not recommended on one screen when using a standard VGA screen
and a minimal font size of 8 pt. In order not to cover the process chart with the various labels, the user can
show or hide it by selecting the corresponding checkbox at the lower right of the controls section. Labels are
provided for name (= Name), value (= istwert) and unit (= Einheiten) of every measurement. Special labels
for the components description (= Kompaos) can also be popped up.

Double-clicking on one of the minimised charts in the bottom of the boosts it up and places it in the centre of
the display section.

In fig. 9 the two blocks left are just measured (= gemessen) process values, whereas the right block shows
some calculated (= berechnet) values. The table view of the process values can additionally show the thresh-

old values of each measurement.
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Fig. 9: Process data table

3.7 DIAGNOSIS: FAILURE TREE (= FEHLERBAUM)

ENDEX - Diagnose

&

T |
ot
e %
)

loschen

)

e ﬁaﬁwyﬂ/nr‘;yfﬂqv—f.r :

Fig. 10: Diagnosis and failure tree

The failure tree screen is explained based on a high pressure alarm case.

The display section of the screen " failure tree” is divided into four subsections:

24.02.1998
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1. Failure Diagnosis (= Stérungsdiagnose)
Displayed are
s name and location of the plant (= Anlage),
s time of occurrence (= Zeit),
o priority of the alarm (= Prioritat) and

s number of diagnosed causes (= Anzahl Diagnosen),

2. Failure tree (= Fehlerbaum fur Alarm)

The failure tree is described in section 4.3. Each node of the tree corresponds to a hierarchical failure sec-

tion. .

& Within the title bar of that subsection the name of the alarm in abbreviated form; bere high pressure
{= HD) is indicated.

& The failure tree picture dynamically reconstructs the tree as processed and evaluated within Nexpert-
Object. The first level of diagnosis is reserved for a plausibility check of the alarm. The following lev-
els represent the hierarchical failure sections (see 4.3). Each node of the failure trees changes its colour

according to its diagnostic state (bright = true; dark = false; very bright = not evaluated).

3. Explanation of the node (= Erkldrung des Knotens)

On clicking one of the buttons in the failure tree the corresponding failure section explains itself in this

scroll window:

» The first item covers the type of the node (starting node, intermediate or "else"-node and final node)
and the name of the failure section. In our case we have an intermediate node (= Fehlerbaum-
Mittelknoten) called "beating circuit mixing valve fully open” (=offen).

& The next item indicates the name of the test (= Test) of that failure section or end diagnosis. The test
"mixing valve in position mixing" (=HKr_Mischventil Beimischung) was carried out.

» The following item gives a verbal explanation of that test (= Testerkldrung): "Heating water tempera-
ture before condenser {=49°C} is higher than return temperature {=37 °C}" (= T_Heizwasser vor Kd
{=49 °} ist héher als T_Ricklauf)”, In order to support the understanding of the user all values of the
relevant process states are included in brackets.

+ The last item covers the explanation of the node (=Knotenerklarung): The effect of the faulty section on
the neighbouring sections or the overall system: "An open mixing valve rises the condenser inlet tem-
perature and thus leads to higher pressure” (= Weil das Mischventil offen ist, wird die Temp vor Kon-

densator noch erhéht),
4. Correcting actions (= Abhilfemassnahmen)

» Diagnosed cause (= Diagnose): "Heat transfer of the condenser water side restricted” (= Kd wasser-

seitig behindert )
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¢ Maintenance domain / specialist (= Fachmann): "Heating or refrigerating technician" (= Kalte- /
Heiztechniker ).

» Correcting action (= Abhilfe); “Eliminate fouling sources on the heating water side; clean con-
denser"( = wasserseitige Verschmutzungsherde eliminieren, Kondensator reinigen).

In ambiguous cases several possible causes with correcting actions are displayed one after another. This

gives the user the possibility to continue the failure isolation himself. In our case another diagnosed cause

was "heating circuit return temperature high" (= HKr_T_Ricklauf_Heizgr_zu hoch). For further informa-

tion the user has to scroll the window downwards.

The described case and node is corresponding to node 2.5.1 in the failure tree of table 3.

No. Node Test

Start high pressure high pressure ALARM

1 false alarm compiernentary K

2 condenser side: pressure to high p_HP >p HPmay

21 condenser on water side inhibited A*k_Con< A*k_CONnormal H

22 condenser pressure elevated by non- AT_Con_sube > AT_Con_subCrom

condensible. gas

221 wrong refrigerant AT _Ev_superh < AT_Ev_superhpom K

222 air in condenser complementary K

23 congestion of refrigerant in the condenser L Coll > L Collmax K

2.31 flow in pipes inhibited AT_Ev_superh > AT_Ev_supethnom K
(1 normal: LP-alarm)

232 overflow of refrigerant complementary (¢ especially after K
service)

2.4 heating cycle: flow rate to low m Con < m Congey

241 pump output low Ap ConP < Ap ConPgg

2411 pump broken down AP =0 T H

2.4.1.2 pump defective / cavitated else, especially when old H

2.4.1.3 air in pump else, especially after service H

242 flow resistance in pipes to high Ap_ConP > Ap ConProminal

2421 throttle badly adjusted complementary (especially after serv- H
ice)

2.4.22 condenser clogged Ak > A'Kser (S8 2.1) H

2.5 heating cycle: return temp to high T bCon H>T retmay

2.51 mixing valve still open Pos V #0or. T bCon H>T ret

2.5.1.1 badly controlled command controller # 0 R

2512 mixing valve blocked commmand controller = 0 H

2513 stop hode to 2.5.1.n complementary

252 T_ret from storage tank to high T ret St>T retmax

2521 Thermostat storage tank , others. visually R

2.5.3 T_ret from heating to high T ret H>T retma R

254 stop node to 2.5.n complementary

2.6 stop node to te 2.n complementary

Tab. 2: Sample failure tree for high pressure alarm with tests.

3.8 DIAGNOSIS: PI-CHARTS AND PROCESS DATA TABLE

The screens are identical to the ones of the on-line task. But the displayed values are corresponding to the state

of the event.
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3.9 CONFIGURATION: FAILURE TREE MAINTENANCE (RULES)

The maintenance of the failure trees mainly takes place within Nexpert Object.

" a) The order of failure sections and the contents of the tests are represented as backward-chaining rules and
forward-chaining contexts. Any changes are performed in the rule editor.

b} In special cases it is necessary to change the type of a node. This operation can be carried out by simply
changing from one class membership to another.

¢} The test thresholds are not stored in Nexpert; they have to be set in a table (see next sub-section),

3.10 CONFIGURATION: DEFINITION OF DATA POINTS

The blackboard of EnDEx is realised in MS-Excel.
¢ The configuration spreadsheet contains several tables. The main definition table holds name, value and unit
of each data point.

o For each failure tree a separate table is set up containing the threshold values for the various tests.

4 HVAC DIAGNOSTICS OF ENDEX

4.1 PLANT CHARACTERISTICS AND MAINTENANCE

HVAC plants are all quite similar in their general set-up, but very different in detail. It's stated that each plant
is a “prototype” made up by standard components from different vendors. The components are linked by pipes
or air ducts incorporating many different primitive ¢lements such as throttles, fire dampers, valves etc. The
status of these devices is normally not monitored.

The plants are equipped with several security devices that switch it off in emergency situations, They generate
alarm messages that can serve for failure detection. Sensors are normally only used for control purposes, én-
ergy measurements and for security functions.

Expert interviews have shown that in practice only a limited number of alarms occur, but with many different

causes. Failures leading to a breakdown are in most cases single faults.

The maintenance actions are nndertaken by specialists from the domains of
¢ heating,
e refrigeration,
e air conditioning,
e control systems and
e the electrical part.
In future, each service group maintaining DDC controlled plants will be equipped with portable PCs to access

the plant status or the information from a central service station by means of a standard modem link,
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4.2 PRECONDITIONS

Preconditions and effects on the reasoning of EnDEx:

L. Since no physical interaction is possible in the case of remote access the order of questions in the diagnos-
tic process needs not be taken into account.

2. For safety reasons no active tests have up to now been allowed by the customers. A remote diagnostic
system has to come out with a passive data acquisition. However, the optional input of human observations
should be possible.

3. A simple failure detection is implemented in the plant {(security switches) or in the DDC-controller
(detection of no-start, of exceeded comfort intervals etc.).

4. Most parts of the HV AC-plant can be treated quasi-stationary. Dynamic models are possible but not neces-
sary.

5. The potential failures or at least failure groups can be foreseen. No failure synthesis has to be performed.

4.3 EXPERT SYSTEM REASONING

A special approach is made to the deduction of the causes. It is based on the fault tree analysis known in safety
technology. For its diagnostic use, however, the reasoning direction and the resolution mechanisms have to be
changed.

information flow
—p flow direction
FS failure section

Fig. 11: From plant structure and component function to the failure tree.

The reasoning process follows a failure section isolation scheme. Starting from the place of the failure detec-
tion (e.g. alarm from the high pressure switch) the search goes on to the neighbour failure sections (ES) (see
Figure 11). This neighbourhood is defined by information, mass flow and energy transfer. According to the
experts experience, certain FS's can be dropped if not relevant, or directly sub-divided if no test for that FS
can be found.

Each suspicious FS has to prove itself by a -rest, based on an expected failure or function behaviour compared
to the actual state. A test may be performed on relevant and robust process features that are derived from di-
Tect sensor measurements, controller states or characteristic values calculated with analytical or empirical

models.

24.02.199
111



From one established FS, another set of sub-FS is considered and tested until an end hypothesis can be found
or until no sub-FS can be established. The last mentioned condition is iportant in order to draw conclusions
even if no end hypothesis can be found. This leads to a more "graceful degradation” than the one of other

Systems,

4.4 DISCUSSION

The proposed expert system method comprises both keuristic and model - based diagnosis. The structure as
well as the tests of the failure tree are strongly derived from a mental or described model of the plant strucrure
and failure behaviour. But the form is still free allowing heuristic knowledge to be embedded, which is rec-
ommended to take advantage of the a priori knowledge of experts e.g. in order to exclude theoretical cases that

never occur in practice.

5 KNOWLEDGE ENGINEERING METHODOLOGY

This section describes the knowledge engineering methodology used to generate the failure tree. It is derived

from practical experience and from [1] to [5]. The full methodology is explained in [6].

5.1 ABOUT KNOWLEDGE

According to Table 3 the diagnostic task incorporates reasoning over various accessible knowledge resources
with different orientation and type.

Resource Type Orientation Contents

expert knowledge {informal | failure-/ function |- a priori knowledge about weak links of the
oriented plant

expert strategy informal | diagnosis ori- - diagnostic strategy
ented - shortcuts of the diagnostic process

- simplifications
model - based formal | function oriented |- plant scheme

knowledge - component functions / processes
- control strategy
case based formal | diagnosis ori- - data form diagnosed cases
knowledge ented - failure statistics
state data formal |none - data of the actual operating point including

temperatures, pressures, energy etc.

Tab. 3: Different knowledge resources can be accessed within the diagnostic expert system.

A major challenge of a diagnostic system is the integration of these different resources. In contrast to other
fields, the real component behaviour is poorly known. As the components are guite cheap and the competiion
on the market is tough, no manufacturer is ready to publish more component behaviour data than necessary for
the layout at a nominal operating point.

This is one of the main reasons why simply 2 classic model - based approach cannot be applied.

For a remote diagnosis the data of the plant state have to be gained from sensors and controller-states only.
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5.2 EXPERT INTERVIEWS AND KNOWLEDGE STRUCTURING

A key issue is the elicitation and representation of the knowledge. As a result of that work, the diagnostic
knowledge should be compiled into the form of explained failure trees.

A clear but open methodology helps the novice knowledge engineer to get a complete diagnostic tree structure
out of the plant scheme, out of qualitative knowledge of the component functions and out of expert knowledge
(see Figure 12);

intedinked
influences

A general
problem
analysis

component
function

alarm
failure tree
analysis

D

Fig. 12: Multiple approach to the failure analysis.

A. General problem analysis (together with a maintenance engineer): Overview of the functions and con-
trol strategies of the plant and identification of the weak points within its subsystems.
B. Analysis of the component behaviour concerning functions, failure modes and its local consequences

{by the knowledge engineer).

24.02.1996
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Analysis of the system tasks (knowledge engineer with expert): Building up a functional hierarchy for
the main tasks of plant and subsystems.

Failure tree analysis (together with a domain expert): With the acquired knowledge the failure tree can
be set up. Tests have to be found for each decision. Optimisation of the tree.

Input of the failure tree into a diagnostic program, testing of the system (knowledge engineer).

Discussion:

In contrast to the approach of some existing diagnostic tools the above described failure tree does not corre-

spond to a hierarchy of functions but rather to a topological structure according to the components in the plant.

6

SUMMARY AND DISCUSSION

With the demonstration prototype of EnDEx the following issues conld be shown:

EnDEx as an open framework is able to embed several different tasks to run simultaneously.

A uniform graphical man machine interface facilitates the handling of the different tasks.

Common data can easily be exchanged between the different applications by means of a shared blackboard.
This is accessed by the Windows dynamic data exchange facilities (DDE).

For cost-effective prototype development, a PC-based solution with standard software can be chosen.
Limitations may arise in case of real-time-tasks. Remote access to the plant can be performed with standard
modem links and remote access ot remote control software.

The on-line process visualisation task of EnDEx comprises the indication of the process state in PI-charts,
data tables and in the form of gauges.

The diagnostic task of EnDEx comprises the various indication of the process state at the time of the event.
The data is processed in the expert system. The results are displayed in the graphical form of an failure
tree. On selecting a tree node more information about the meaning of that specific failure section, about the
tests and the actions to be taken are given.

In order to develop EnDEx from prototype to a commercial product, the following functions would have to
be realised: Continuous data acquisition; alarm history management; replay and re-evaluation of former

failure situations.

The second part of the paper has shown the use of a knowledge engineering methodology:

The failure tree analysis can be carried out from an analysis of the component behaviour (cause-effect-
relations) and an analysis of the system tasks (hierarchy of the system functions). This method incorporates
model - based as well as heuristic approaches.

The model - based part helps the knowledge engineer to achieve a completeness of possibie causes whereas
the heuristic style of rule implementation offers a great flexibility. Several different knowledge resource
types can be embedded. The use of fault descriptions instead of detailed component behaviour models
drastically reduces the development time over the one with a model - based approach.
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The drawback of the methodology compared to fully model -~ based approaches is the amount of paperwork
prior to programming. Also after a topological change of the plant, a mental re-engineering phase has to be

carmied out.
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BOFD SYSTEMS IN TOTAL AC SYSTEM AND THERMAL
STORAGE SUBSYSTEM

N. NAKAHARA, Professor
Nagoya University

Nagova, Japan
Abstract

The HVAC system is one of the most cornplicated systems whose subsvstems interact each other, so that its performance
can not be optimized except for being considered from the total system point of view. Another mportant idea is that
fauits take place anywhere in the production and operation stage, so that life cycle commissioning, e.g. the life cycle
BOFD, is requested in the titure. The present paper discusses the method of total system BOFD from the life cycle point
of view, In case of the water thermal storage system, most of the design and control faults appears as the abnormal
temperature profiles in the tank. An bottom-up process for the thermal storage faults utilizing the svmptoms in the

temperature profiles and other process variables 1s also discussed at the latter part of the paper.

1 BOFD IN TOTAL SYSTEM

1.1 TOTAL HVAC SYSTEM

The flow diagram showing four kinds of subsystemns in a HVAC total svstem, the heat generating plant, air and water
transporting, air handling unit and building model is shown n Figure 1, to which the energy source and BEMS may
be added.

Q Heat dissipation
XY to Environment

i
%

Power Line Fue] Line

Figure 1 Flow Diagram of HYAC Total System
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It is clearly seen from this figure how additional energy consumption is needed to drive the system and then reduces to
thermal energy to warm up our environment. Building Optimization, or BO, is to minimize energy consumnption without

sacrificing, or rather to say optimizing, human environment.
1.2 THE BASIC STRUCTURE OF PRIMARY ENERGY CONSUMPTION

Each item of the Building Services Engineering, that is, air-conditioning, sanitary engincering, lighting, power supply
or transport systems, has the load which resuits in the 'secondary cnergy consumption’ evaluated by the final style of

energy, such as electricity, and then in the ‘primary cnergy consumption’ which 1s evaluated as the oil consumption.

The figure 2 [1] shows how an initial load causes a certain amount of energy consumption in the course of energy
transfer, energy transport and pumping energy ffom a low temperature to a high temperature. The philosophy of energy

conservation technology is clearly shown in the diagram, that is,

[ A/C Therma! Load l

| I

O \ Loolmg (Ec@

1 Connected A/C Thermal Load |

Heatll Heat Media Transport Energy “
[ Coefficient of Performance (COP)_}— Power

I Thermal Efficiency (n) }——

[ Misc, Conversion F act.or

Solar Energy
S
ind Energy, )

’ Required Thermal Energy i

-1

Ty

Reclaimed Heat ——- ——em
emr] Conve:sjgn Factor

\y .

l Secondary Energy Consumpiion l

u Primary Energy Consumption H

o

Figure 2 Basic Structure of Orimary Energy Consumption
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1) to reduce thermal loss

2) to reduce mixing energy loss{2]

3) to recover heat and/or power

4) to make use of natural energy such as solar energy, wind encrgy and temperature difference from room temperature
such as well water, surface water and atmosphere.

5) to reduce air and/or water transport energy

6) to maximize the efficiency of energy conversion

7) to maximize the COP of heat pump

8) to minimize harmful effluent gas on the global environment

1.3 THE ROLE OF OPTOMAL DESIGN AND BO¥D

The Building Optimization can only be performed atier the optimal design based on mirnumum energy consumption with
maximum environmental satistaction is realized, and after an optimal control for each subsystem based on a practical

pertormance function with constraints and FDD for system components is accomplished as well.

Any original design necessarily includes faults or inoptimality. Also, no system has ever proved to operale satisfactorily
without any adjustment of design factors as well as various parameters in control algorithms. All the components

deteriorate, reduce their performance and offset their characteristic values trom their initial vaiues.

Even if no deterioration occurs, control parameters, which should guarantee satisfactory environment and life cycle of
actuators, must be optimally tuned in the course of load change. Thus, the BO of total HVAC system 1s a summed up

result of the BOFD of each subsystem.
1.4 THE WAY TO SUCCESSFUL BOFD OF THE TOTAL SYSTEM

The way of BOFD in the total HVAC system will be established as follows.

1.4.1 Around the time of Completion

1) Review the design documents and understand the philosophy of design, the targets of energy and environmental
performance that the designer guarantees to the orderer.

2) Review the commissioning documents and understand how well or how poorly the system saiisﬁcs the design goal
at the time of completion. If there are no commissioning documents, make use of reports of system adjustment by
constructors and completion documents of compoenents manutacturers.

3) Review the operational manual which must have been prepared by designers for fundamental design concept and by
control manufacturers for detailed specifications. If there are no operational manuals prepared by designers, it should
be requested to submit them, because they must have been obliged to submut it.

4) Make sule if the full training course for operators on BEMS/BOFD operalion at the manulacturers training site is
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prepared before delivery.

Commissioning using emulator/tester at the factory site is desirable. And understand the methods and the objects of
control algorithms and check if the algonithms are stili appropriate at the time of completion. Status of occupancy may

have changed during the course of construction.

1.4.2 During one to two year after completion

Two years of experience are necessary to identifly the HVAC system performance and to accumulate data for learning
proccss for BEMS/BOFD. Two years will be an important period trom the viewpoint of guarantee of the system in

general. The following are the must items.

1) Make sure if each function of BEMS works satisfactonily.

2) Make notice of how control functions and algonthms work well and realize the initial targets of the controls.

3) Watch the movement of actuators if there are no hunting movements at a certain time or season.

4) Compare the energy performance with the reterence values and the goal of design.

5) Analyze the environmental elaims from occupants, Check the conceived causes of the claim from the following.
a} different load condition from designed value

b) insufficient adjustment of system components during construction.

¢) malfunctioning of system components

d) set point error

¢) insufficient capacity at the design stage

{) improper zoning design

g) excessive requirements of occupants over the design value

h) fundamental problems included in the conventional design, such as neglecied radiative effect in comfort
design/control.

6) Analyze the optimality of optimal control based on the performance function and constraints.

7) Ennich the knowledge database from operators' expenences.

8) Implement BOFD algorithms in combination with all items above described.

Operators should not hesitate to ask the designers, constructors and manufacturers of the system, if’ there are any doubts

in the system design, adjustment data and component performances.

1.4.3 After one year

BOFD software deseribed in this manual and the technical reports can be applied, if the system has these functions. In

case of design and commissioning faults Chapter 6 of the Source Book should be referred.

For cach subsystems as classified in Fig. 1, corresponding sections and technical reports will be helpful. However, it

should be noticed that these methods are not sufficiently verificd, so that operators should not fully depend on the original
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algorithms, but consult with the vendors or consulting engineers who are responsible for the BOTFD system.

Top-down approach for the total system is also described in the next chapter, BOFD in the thermal storage system.
Watching thermal storage charactenstic values may often lead to BO of total systern, because the storage tank is the

butter of the faulty operation phenomena as well as the heat. The next chapter should be reffered.

1.4.4 Intreduction of the new BOFD system to the existing system

BOFD system is under development for now. However, it i3 a very expecting technology for the future to realize both
energy conservation and 10 guarantee environmental satisfaction during life cycle of the building. Cost/benefit analysis

is advised to carry into effect in case of new introduction of BOFD system, reterring the Section 3.5 of the Source Book.

2 BOFD SYSTEMS IN THERMAL STORAGE SYSTEM (TES)

2.1 FAULT TREE ANALYSIS WITH TYPICAL FAULTS AND CAUSE-EFFECT
RELATIONSHIPS

The reference system and its typical faults has been shown in the Section 3.4 of the Souree Book. More detailed

explanation was reported in references(3]. Simply expressed system diagram is shown in Figure 3.

Cause-Effect relationships were listed in the reference[4] in which symptoms for implementation and relations among
BOFD subsystems are also included. Several kinds of fault simulations will strengthen the qualitative knowledge by
experts to include into knowledge database and further discover interactions among faulty phenomena. These knowledge
lead a fault tree to diagnose the system and localize the point of target as the candidate of the cause of faults. In order to
attain a successful result, try and error method will be applied and fault simulations during diagnosis may be necessary.

note: VWV : variable water volume system. CWYV ; constant water volume system

o Thermal Strage Tank
- vulfizconnected Complete Mixing Tanks)

Figure 3 Simplified Reference System Dingram of TES
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2.2 STORAGE EFFICIENCY AND IMPORTANT FAULTS

The storage efficiency{5] as defined by

Q
Neg=—"""—
AB 'VO

plays an important role in BOFD. The @ is the heat to be stored, or the heat actually availlable, A & is the weighted
mean temperature difference through the coils and Ve is the volume of the tank water. The efficiency is largely effected
by design factors such as temperature difference across the cooling cotl, allowable temperature rise, or down in case of
warm storage, system control methods and air-conditioning load profile. The estimation table of the storage efficiency
for the multi connected complete mixing tanks based upon factorial eftects by three levels of significant factors is shown

in Table 1{5][6][7], which has been revised from the original table inthe bibliography[5].

Table 1 Significant Factors and Factorial Effects of Storage Efficiency

FACTOR (D) LEVEL FACTOR. INTERACTION (IR)
EFFECT(FF)
(significant only) ()] levels comb. level level of Y
of X
1 factor name 1 2 3 1 2 3 NXY 1 2 "3
1 -5.92 0.18 573
B mMomax | | | e
0.8 0.5 0.2 2.85 0.94 379 RXD 2 -1.30 -0.49 0.79
Leadraic | 1 VT T T e
3 622 0.31 -6.51
1 -5.03 0.32 535
C veNoof |l | F e
DT ves yes No 9.47 1.76 -11.23 CxD 2 -1.06 0.23 1.29
for CWYV @ M PUUTRUTO SOt FRA N YRS
3 6.09 0.54 6.64
; [.93 -1.29 -0.64
D CWYV Load FAUUURN SSRNSINY S W
Ratio to 0.2 0.5 0.8 363 0.20 -1.83 CXF 2 2.49 0.35 -2.84
S I e e I e N [ B S ) B
3 442 0.94 3.48
1 -1.01 -3.05 4,06
F Limit Temp. ] UV USUTURPROP RO TR
Differential 04 0.3 0.2 7.19 0.76 -7.95 FXG 2 0.96 1.03 -1.99
bl R A I R I R R I (N GO R
3 0.05 2.01 2.07
G No. of Tanks 40 20 10 6.20 0.21 -5.98 Storage | 96.41 + ZFF
H Operate hours | 0-24 | 18.12 | 22-8 | 5.50 -1.29 1.79 Effi- +IIR (%)
ciency

note
B: ratio of Minimum load to Maximum load in a day at the peak load C: existance of Constant water Delivery Temperature control,
refer Figure 3 D ratio load ratio of VWV system load to CWV system load F: ratio of allowable temperature rise of delivery tank to

design temperature difference through the coil at peak load  G: nurmber of tanks  H: schedule of thermal storage operation

When a highly efficient system falls into faulty state due to malfunctioning of these significant factors for storage

efficiency, it is easily conceived that the system may not sutficiently afford the air-conditioning load, even in case of
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partial load, which must result in some kind of abnormal temperature profiles in the tank. This leads to applicability of

pattern recognition method for BOFD with temperature profile analyses{8].

2.3 KNOWLEDGE DATA THROUGH FAULT SIMULATION

Thermal storage system simulation necessarily includes HVAC total system, because thermal storage tank is not used
solely by itself, but must be combined with secondary HVAC system as well as primary heating/cooling plant. Therefore,
the temperature transition profiles represent all the thermal incidents which are being realized m the whole system. In

the same way all the faulty operation in the system must result in the abnormal profiles.

i ;i i |

(a) Faultin V1 ' {b) Faultin V2 & V3

note: horizontal axis is time for the load profiles and the number of tank for the temperature profiles
Figure 4 Examples of fault simulation results, load profiles (left) and temperature profiles (right)
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In the same manner as practiced in establishing estimation tables of storage cfficicncy using design of experiment [5][6],
fault simulations with some typical faulty conditions[7] were pertormed and produce a lot of new knowledge for BOFD
conceming to the fault symptoms and relationships between faults and abnormal temperature transition profiles{4](8].

Figure 4 shows examples of fault simulation resulis{4].

2.4 APPLICATION OF PHYSICAL MODEL TO INSULATION AND WATER PROOF
DAMAGE

The application of physical mode] to the on-line fault detection caused by insulation damage and/or water proof damage
was applied{%]. Physical model of the multi-connected complele mixing tanks was developed and two kinds of
parameters, one representing the heat transference coetficient of the tank wall and the other representing the effective
volume ratio, was introduced.

Normal values of parameters should be identified beforehand during normal operation. Fault simulation studies showed
the method successfully applicable, while in the actual svstem it was clarified that lots of noises, such as measuring
€ITOr'S, Sensor errors, data transmission errors and some manual errors in reading and copying should be eliminated

beforehand,

2.5 TEMPERATURE PROFILES AND PATTERN RECOGNITION OF FAULTS

The temperature profile means the visual graph of the temperature distribution of the tank or tanks in the course of time.
There are two types of expressions for the two dimensional temperature profile. Type A, shown as Figure 3, is the graph
in which the horizontal axis is the time of a day and the parameter is the number of tanks. The other type B, as shown
in Figure 4, has the horizontal axis as either the position of the tank or the number of tanks corresponding to whether
the tank type is thermal stratified tank or the multi-connected complete mixing tanks[5)[6). The cool storage is supposed

for explanation purpose in the following.

15

o Measured temperature

Temperature (°C)

G
l .
6 21

Time
Figure 5 Temperature Profile Type A
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The type A is used in BOFD with physical model for the insulation and/or water proof damage.[9] The type B 1s
appropriale to recognize the macroscopic performance of the thermal storage tank and use for defining storage
efficiency[3](6][71. A critical value is the limit temperature rise at the coolest side of the tank which direcily atfects the
coéling power of the corl in AHU. The characteristic parameters for BOFD in this profile are the phase, cycle and
amplitude of the curbs. Ditferent kinds of faults will result in diflerent kinds of patterns with corresponding characteristic

parameter values(8].

In case of nearly peak cooling demand the maximum temperature rise in the coolest part 1s an easiest and best parameter
of symptoms to detect the existence of any faults. In the off-peak cooling demand the value does not always become
abnormal, so that the pattern recognition method is useful for both fault detection and diagnosis. These characteristie
values as described above analyzes directly in time domain, as shown in two dimensions, Figure3, as well as in three
dimensions as shown in Figure 6, or in Fourier domain as shown in Figure 7[8]. Actually, mapping data using some

kind of parameters are useful for FDD as shown in Figure 8 just as used in the Fault Vector Direction Method[10].

(a) three dimension graphs for a normal case {b) three dimension graphs for a faultv case

note for axes: x:number of tank. y:lime. z:ternperature

Figure 6 Three Dimensional Temperature Profiles for the same case as in Figure 4

(a) Fourier domain graph for a normal case {(b) Fourier domain graph for a faully case

notc for axes: X: cosine components. y: sine components, z: Fourier value

Figure 7 Temperature Profile as expressed in Fourier Domainfer the same case as in Figure 4
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Figure 8 Example of Data Mapping on the Plane

2.6 BEMS/BOFD SYSTEM STRUCTURE

The BOFD systemn is to be combined with the BEMS, either cxisling or not, in practical applications. The figure 9 shows
an example structure of the BEMS/BOFD system[11].

Knowledpe database consisting of various reference values, experts knowledge and updating database with statistically

analyzed on line.

The main frame of FDD system consists of the software establishing FTA, causc-effect relationships, inspection manual

and video display of condition charts. The FD software as described in Chapter 4 of the Source Book may be included

either in the maintrame or outside the mainframe.

On-line data from the field are collected by the BEMS which includes data logging and analyzing sofiware, alarming

software, predetermined and regulatory and control sottware, oplimization control software, maintenance software and,

sometimes, the FD software,
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Figure 9 BEMS/BOFD Structure
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The FTA System For Application To HVAC Systems.
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Masami Suzuki, Shinryo Corporation
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Harunori Yoshida, Kyoto University

Abstract

This paper briefly describes the fault diagnosis method as developed by the authors for
application to HVAC systems. The proposed diagnosis method is featured by the fact that it aims
at improving the technical ability of the personnel in charge of maintenance/operation of HVAC
systems. This method is intended to help the maintenance personnel detect the cause of
improperly high room temperature by the aid of the “ fault tree “ formulated on the basis of the
experts’ knowledge. (The proposed diagnosis method is hercafter referred to as “ the FTA
system ”. ) Here, FTA means Fault Tree Analysis. For verifying the validity of “ the FTA system

“

, some simulation studies were conducted by applying the FTA system to a number of faulty
HVAC system models.

1. Introduction

As different types of HVAC systems are in use, different kind of faults naturally occur in them.
Generally, it is not easy for an average HVAC system maintenance crew to detect faults in HVAC
systems, and even if they are notified of a fault by the building’s occupants, it is often difficult for
them to diagnose the precise cause of such fault efficiently ; and it is in most cases more difficult
for them to remedy such fault. Thus, all that most maintenance crews can do when they are
notified that the temperature in certain rooms is excessively high is to reset the temperature for
the problematic rooms to a lower degree. Various factors including not limited to equipment
deterioration, control system malfunctions and internal heat generation exceeding the HVAC
system capacity can cause excessively high room temperatures, Hence, it is important for the
maintenance personnel to detect the real cause of the trouble out of numerous possible causes
and eliminate the real cause quickly. To make this possible, the building maintenance crew who
keep vigilant watch of the system should be able to make an appropriate diagnosis of the trouble

cause quickly. The fault diagnosis method proposed by authors (i.e., “the FTA system” ) has two
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main features : one is that various on-going measured values concerning the HVAC system are
displayed on the control room screen in a graphic form easily comprehensible for the
maintenance personnel ; and another is that the system is designed to enable the maintenance
personnel to diagnose the cause of the problem by the use of the “ fault tree “ formed on the basis

of the experts’ knowledge.

2. The FTA system comprising a part of BOFDD

The hierarchy of BOFDD total structure and the FTA system is shown in Fig.1. [1]

Here, BOFDD means Building Optimization and Fault Detection and Diagnosis.

As you follow the chart vertically from below to upward, you will be able to see that the
optimizing process of the objective system increases. As you follow the chart horizontally from
right to left, you will be able to see the process through which the faults (or the anti-optimizing
factors) are eliminated. The position of this system in BOFDD is shown in Fig.1l as “ Fault
Diagnosis”. Once any fault has been detected , this system enables the maintenance crew to
diagnose the cause of the fault utilizing the experts’ knowledge and at the same time the system
indicates to the crew a proper method by which to eliminate the cause of the fault.
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3. Description of the reference system

The reference system which was used in developing the FTA system is described in this section.

If an object system is similar to this reference system, the FTA system can be used to diagnose a
fault.

(1) Construction of the reference system
Construction of a reference system is shown in Fig.2.

This reference system is a VAV system without terminal reheating, and no preheating is included.
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Fig.2 Construction of the reference system

(2) Control method
The HVAC system control method compatible with the FTA system is described below and the

design parameters of the model system are as shown in Fig.3 and Table.1.

a) Control for the VAV damper opening

The VAV opening is regulated by P control. The room air temperature is set at 26’ C, with a
proportional gain of 0.5. The VAV damper opening changes within a range of 40-100% when the
room air temperature is within a 25-27 ' C range.

b) Supply air temperature control method

The two way valve opening for the cooling coil is regulated by PID control to keep supply air
temperature within 14.6-18.7 * C range.

¢) Supply air volume control method
The number of revolutions (r.p.s) of the supply fan is controlled by the measured pressure inside

duct. The pressure is set at 243 Pa at a 2/3 point of the total duct length from the entrance of the
duct.
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Fig.3 Control algorithm of VAV damper

Table.1 Design Parameters of Controllers

CONTROLER Kp Ti Td
VAV 0.5 - -
SUPPLY AIR TEMPERATURE 0.01 100(s) 0.001 (s
FAN SPEED 0.20 200(s) 0.0005(s)

(3) Inputs to the FTA system

The information that are used for diagnosis is shown in Table.2.

Table.2 indicates the information that is usually completed within the local controllers and is not
reported to the central supervisory machine. Such items of information include a VAV opening
signal. The FTA system can be used more advantageously and more conveniently, if the amount
of information required for diagnosis decreases. This, therefore, poses a problem which must be

solved in future.

Table.2 Information by FTA system inputted

-MESUREMENT

‘Room air temperature

-Supply air temperature

-Supply air fan speed

-Supply air fan static pressure

‘Inlet water temperature of cooling coil

-Outlet water temperature of cooling coil
-CONTROL SIGNAL

‘Load reset signal of VAV

‘VAV opening signal
-SET UP VALUE

-Supply air temperature

-Supply air fan static pressure

‘Inlet water temperature of cooling coil
-ALGORITHM

‘Control algorithm of VAV
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4. Process of making the fault tree

The process of making the fault tree which is utilized when in diagnosing the cause of
“ excessively high room temperature” is described in this section. An HVAC system consists of
various sub-units such as rooms, AHUs, VAV box units, piping systems, and duct systems. Various
factors in each sub-unit may trigger faulty condition. Thus, the authors made a fault tree by
arranging the relations between the causes and the condition of faults in these sub-units.
Firstly, a fault Earising from excessively high room temperature is assumed, and the probable
causes of such a fault can be enumerated below.
EVENT :“ Room air temperature is excessively high ©
PROBABLE CAUSES:
a. Inadequate VAV supply air temperature
b. Excessive internal heat generation
¢. Lack of VAV supply air volume
d. AHU start is too late
e. Inadequate position of air diffuser
f Wall insulation not meeting design requirements
g. Windows larger than those specified
h. Keeping windows or doors open
I. Inadequate use of shade
Some of these causes may be confirmed on site while, the other require further checking in detail.
Second, the causes of nine probable causes listed above can be considered. As an example, two
causes are selected. “ Inadequate position of air diffuser “ and “ Inadequate VAV supply air
temperature “ will be considered the examples of the former case and the latter case respectively.
Next, the probable causes of “ Inadequate VAV supply air temperature © can be enumerated as;
EVENT :“Inadequate VAV supply air temperature
PROBABLE CAUSES:
a. Inadequate supply air temperature from AHU
b. Poor insulation of duct
Next, the probable causes of “ Inadequate supply air temperature from AHU“ can be enumerated
as;
EVENT :“ Inadequate supply air temperature from AHU *
PROBABLE CAUSES:
a. Heat load exceeds a design capacity of cooling coil
b. Failure of supply air temperature controller ... ete.
The process described above was repeated to make up fault trees formed by the events (i.e., the
faults) and the probable causes thereof. A fault tree applicable to a cause for an excessively

high/low room temperature shown in Fig.4. [3]
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5. The diagnosing method by using the fault tree

The flow diagram of the diagnosis using “the FTA system” is shown in Fig.5.[2] This system asks
the maintenance personnel questions and presets the diagnosis result. When diagnoses are made
by the use of the fault trees, the method for judging whether or not the measured values are
compatible with the rules of the diagnosis becomes a highly important factor. Hence, proper
judgment standards are required for all cases. For instance, whether or not the room
temperature is really too high can be readily ascertained by comparing it with the preset
temperature. However, if the proposed diagnosis method is to be really trusted by the
maintenance personnel, the process of such diagnosis must be clearly shown and understood by
them. To make this possible, the diagnosis method includes the use of a screen on which the
judgment standard as well as the measured values is displayed. What is displayed on the screen
is referred to as “operating condition charts.” However, there are also the cases when the data
and information necessary for preparation of such “operating condipion charts” are not available.
Therefore, firstly, an attempt is made to detect probable causes of a fault by the use of “operating
condition charts,” and after such probable causes have been narrowed down, real causes are
ascertained by on-site visual inspection as necessary. In this chapter, the essence of “the
operating condition charts” as well as the utilization method and the judgment standard for some
of such charts are described. The judgment standard given here has been obtained through
analyses of the data of a number of simulated cases (ie., the data nine cases including one

normal fault-free case).

@Installation of FTA system

| Knowledge of desieners. contractors. maintenance personnel |
: ®Update the knowledge
@Input operation data Software for making FT

to FTA system

@FT diagnosis.
Measurements DATABASE Show the result
— | Determine the causes Maintenance
Maintenance data of faults I Select rules personnel

Conditien operating charts

FTA system @Detecting faults

{alarm| Icla'}ml [ alarm}
Bal | Occupani FD system|

FAULTS ®Recover faults

AHU systems

Fig.5 Flow diagram of the diagnosis with FTA system [2]
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(1) The room sensible heat load variations by the use of “the operating
condition chart A”

1) Composition of the “operating condition chart A”

This “ the operating condition chart “ consists two of sub-charts. The lower sub-chart shows
changes in room sensible heat load and the design load. This example shows that sensible heat
load exceeds the design load value during 11:40-11:50 and  13:50-14:00.

ZENEEHEE (ROOM-3)

200M 81
TEMPERATRE 29
{"C) 29
1000
ROOM
SENSIBLE
HEAT LC=D 500
{kcalh)
0 {r-rmemevnnanes R R A Rt
10:00 11:00 12:00 13:00 14:00

Fig.6 The operating condition chart A
2) Faults indicated by this chart
" excessive internal heat generation "
* insufficient wall insulation not meeting the design requirement "
" windows larger than those specified "
" window / door is open "
" inadequate use of shade "
3) How to interpret the “operating condition chart A”

@® Judgment as to whether or not the sensible heat load in any room is in excess of the
specified value is made by checking time-sequential changes in the air temperature and
sensible heat load in that room.

@ By checking the time-sequential data, judgment is made when the room sensible heat load
exceeded the design load (in other words, when a fault in this respect took place).

4) Data necessary for forming the "operating condition chart A"
® Room sensible heat load { computed value)
Q =C X (T1~-T2)x V
where, C :aconstant
T 1: room air temperature (= return air temperature )
T 2 : supply air temperature
V : supply air volufne presumable from VAV opening signal

@ Design room sensible heat load
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(2) Supply air temperature control by using the "operating condition chart B"
1) Composition of the "operating condition chart B”

The chart given below indicates the changes in the supply air temperature in reference to the

preset temperature and the control signals, The charts also indicates the time period during

which the measured temperature exceeded the preset temperature (13:20-13:40)

SUPPLY AIR TEMPERATURE CONTROL CONDITION
[N

A 17 . i . e v S BTy e f e e —e— SE7 POINT
TEMPERATURE T o MEASUREMENT P0INT
{*C) 1 ipadequate data
VAV] RESET  pe--- :....: ....... . R R R §
VAV? RESET :--{--:--J ----- N SN SR S Rl
VAVIRESET  p—oF"-Do—so—bo—s—o—o—sr’ |2 O O

10:90 11:00 12:00 3000 - 1410

TIME

Fig.7 The operating condition chart B
2) Faults indicated by this chart
" VAV supply air temperature is inadequate " and/or
" supply air temperature is set inadequately "
3) How to interpret the “operating condition chart B’

@ Judgment as to whether or not the supply air control is satisfactory is made by referring
to the preset supply air temperatures and the time-sequential data on actual supply air
temperatures. Under normal conditions, the changes in the actual supply air temperatures
follow those in the preset ones with some time lags but almost in a similar way. In this case
study, a temperature difference of Z2°C and a time lag of 30 minutes or less were
considered to be allowable.

@ Judgment as to when a fault occurred in the supply air temperature control is made by
reference to the time-sequential air temperature data.

@ Judgment as to whether or not the supply air control is satisfactory is made by referring
to the mode of reset control signal and the time-sequential data on actual set point of the
supply air temperature. If the system is working satisfactorily, the supply air temperature
changes when the load setting signal is given according to the preset supply air
temperature program. In the system now being discussed, the supply air should change
within a range of 14.6°C~18.7°C.

@ The time sequential temperature data is frequently examined so that, if any fault occurs
with respect of the reset control, the time of such fault occurrence can be correctly
determined,

® Symbols in the charts: The thin line-and-circle symbols and the thick line and symbols
represent the actual supply air temperatures and the preset supply air temperatures

respectively.
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4) Data necessary for forming the "operating condition chart-B"
@ supply air temperature
@ preset supply air temperatures
@ preset VAV signaling points as estimated from the room temperature and the VAV control

algorithm.

(3) VAV control by using the "Operating condition chart C"

1} Composition of the "Operating eondition chart C"

The “Operating condition chart-C “ consists of four sub-charts. The sub-chart on the left side
shows the algorithm related to VAV damper opening with respect to the room temperature as
seen in Fig.8. The three sub-charts to the left show in a top-to-bottom, the room air temperature
variation, VAV degrees of opening and VAV damper opening deviation. The chart given here

indicates that the VAV damper for Room-3 was in some trouble during 12:30~14:00.
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inadequate data

Fig.8 The operating condition chart C
2) Fault indicated by this chart
" lack / excess of VAV supply air volume "
3) How to interpret the “operating condition chart C”

@ The relation between the room air temperature and VAV opening signal shown in the chart
indicates that the VAV was opened to an incorrect position. Under normal conditions, VAV
opening control signals are controlled according to the control algorithm. (In this system, the
degrees of VAV opening are supposed to change within a range of 40%~100% in proportion
to the room air temperature that changes within a 25°C~27°C range.) '

@ From the time-sequential data which indicates a certain deviation from the algorithm, the
time when some trouble occurred to the VAV control system can be determined. In this
specific case, judgment was based on the condition that deviation exceeding =20% from the

preset value would regards as a fault.
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4) Data necessary for forming the "operating condition chart C"
@ room air temperature ( return air temperature )
@ VAV opening signal
® conditions under which the VAV control algorithm was established

(4) Control of supply air fan speed by using "Operating condition chart D"
1) Composition of the "operating condition chart D" _

The captioned chart is composed of four sub-charts as seen in Fig.9. The sub-chart in the left

shows the fan speed pressure relation of the supply fan while those in the right show changes in

the pressure, the fan speed, and the fan speed. deviation of the supply fan.

This sample chart indicates that the supply fan pressure deviated from the design pressure

during 10:00~14:00

BR 7 7 o EEdEE

30 P B ) KRl R
[~
P
SUPPLY
FAN
CICLE 3
RATE :
{rPS )
05 75 300 10:00 T VE) 50 T80
SUFPLY FAN PRESURE ( ¥Pa ) TIME

Fig.9 The operating condition chart D

2) The cause of a fault indicated by the chart

" The static pressure was too low or too high "

3) How to interpret the “operating condition chart D"

@ From the relation between the fan speed of the supply fan and the static air pressure
developed by it, it may be judged that the supply air fan was-at fault. If the conditions had
been normal, the supply air fan would have developed generally stébi.lized pressure
irrespective of the fan’s fan speed In this sample case, the static pressure developed by the
supply air fan was taken as 249 Pa with an allowance of + 20%.

@ The time at which any fault occurred at the supply air fan can also be determined.

4) Data necessary for forming the "operating condition chart D"
® The fan speed of the supply air fan

@ The static pressure developed by the supply air fan
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6. Example of FTA system application

In order to verify the effectiveness of the FTA system, the system was applied to some HVAC
system models developed by the use of HVACSIM+ in such a way as to contain various faults. In
this paper, a model in which the controller regulating the r.p.s. of the supply air fan is at fault

will be selected for a case study.

Cause of a fault : Inadequate range setting of the pressure sensor

(The value was amplified ten times.)

A process of diagnosis by using the FTA system is summarized below.
(1) Investigating the air temperature in each room. (Fig.10-a,b,c)
Although the room air temperature in each room is within the predetermined range (25-27 C).

the air temperature in Room-3 is on a little high side; so, analysis will be conducted for this room.
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Fig.10-a Room temperature and internal heat generation in ROOM-1
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Fig.10-b Room temperature and
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Fig.10-c Room temperature and internal heat generation in ROOM-3

(2) Confirming the internal heat generation. (Fig.10-a,b,c)

In each room, the internal heat generation is lower than the design value; hence, the internal

heat generation is not the cause of the fault.

(3) Confirming the supply air temperature from VAV. (Fig.11)

- The supply air temperature deviates from the preset range during a certain period of time (i.e.,
13:00~13:30 hours).
- Supply air temperature variation is within the preset temperature range.(The temperature is
so controlled as to be in the neighborhood of 14.7 °C which is the lower limit of the preset
temperature range.)

- Even when the supply air temperature is 14.7 °C which is the lowest within the preset range,

the air temperature Room-3 is still too high.

— Hence, the cause of the fault is not the supply air temperature.
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Fig.11 Supply air temperature
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(4) Confirming the opening of damper of VAV-3. (Fig.12)

Control values are distributed on the control line.

In case that room air temperature is high, the VAV damper opening is maintained by 100%.

— Cause of the fault isn't the VAV damper opening.
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Fig. 12 The VAV damper opening of VAV-3

(5) Confirming the supply air volume. (Fig.13)
The fan speed of the supply fan is about half of the design value at all times.

—Hence, it is considered highly probable that something is wrong with the system which

controls the revolutions of the supply fan. If the fan speed of the supply fan is controlled

satisfactory, the fan speed is closed to the design value (249Pa).

FAN

CiCLL

RATE
(rPS)

SUPPLY

250
SUPPLY FAN PRESURE [ kPa )

ER77 /OEEE

30

safan T
PRESURE 250 reresmseensdiemconeneonns] e oo S
{ kPa ) ol oo LT T T i ¥ [
CICIE . I e e
73, S RIS FRSUR S EUURres R
(Fs) g e : ,
L 1R R R T T,
CICLERATE +20fF - — - = - — === r = s mpm e = e = - H4-=e-—-
L i R (PO
B IS S el ARSIl PRIty
10:60 T7:00 T7:00 7300 TE00

Fig.13 Supply air volume
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(6) Advice which the FTA system gives to the operator

+ 1t is highly probable that the malfunction of the system which controls the
fan speed of the supply air fan is responsible for the faults.
- The contreolling parameters related with the supply air temperature need to be

read justed.

Subsequent to the above diagnoses, the FTA system only can give above advice to the operator.
After the operator receives that advice, he requests the building automation maintenance
company to check the system which controls the fan speed of the supply air fan. The maintenance
crew of the building automation maintenance company will find out that the cause of fault is

inadequate range setting of the pressure sensor.

7. Conclusive Remarks

The merits and demerits of the FTA system may be summarized at follows.

MERITS

(1) All significant information concerning the system operation is displayed graphically in the
form of “the operating condition charts”; hence, the maintenance crew can easily follow the
minute-to-minute state of the system operation correctly.

(2) Even if the input data leaves out some items of information, it is still possible for the
maintenance crew to conduct diagnosis properly.

(3) Since the FTA system expresses the information in ordinary writing, even the third party
persons can understand the essence of the information without difficulty.

DEMERITS

(1) Diagnoses are impossible if any faults occur due to causes not covered by the FTA system
input program.

(2) The users need to have the information necessary for making judgment as well as the proper
judgment criteria; so, the means to provide the users with such information (e.q., one as provided
by the sensor) and criteria must be considered.

(3) The ability of the FTA system is limited to the diagnoses of air temperature-related faults. If
the FTA system is to serve the practical purposes more usefully, it should be capable of
diagnosing energy-related problems, too. Future development of the system to cover this area is

considered necessary.
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Impact of Operational Faults in a VAV System
on Energy Consumption, Thermal Comfort and

Monitored Process Variables

Madjid Madjidi

University of Stuttgart
IKE-HLK Pfaffenwaldring 35
D-70550 Stuttgart, Germany

Abstract

This paper presents the results of a simulation study on typical operational faults in 2 VAV system
of 8 commercial building. Basic equations for the main simulation models are described, The static
models for coils and fans are based on characteristic curves. They are also recommended for real
time applications in an automatic fault detection system. The simulation results demonsirate the
applicability of system simulation as a generic tool for constructing fanlt detection and diagnosis
systems. Simulation aids choosing the suitable process variables to be monitored in an automatic
fault detection system. By computing the expected magnitude of changes in energy consumption and
thermal comfort the importance of faulis can be evaluated and considered in fault diagnosis.

1 Introduction

Fault detection and diagnosis (FDD) of HVAC systems is the main research field within
IEA project Annex 25 /14/. Operational faults of a HVAC system can be found
automatically, if the model behaviour of a system operating under regular conditions
deviates from the behaviour of the real monitored system. The lower part of Figure 1
illustrates the basic idea adopted from /22/. Hereby the process of recognizing fault
effects is called fault detection whereas the process of searching symptom’s causes is
called feult diagnosis.

Automatical fault detection and diagnosis in HVAC systems is a young research field.
Only few expert knowledge yet exists according to the importance of operational faults
and their influence on total systems.

Independently by the methods and algorithms to be implemented in a FDD system,
when constructing such a system, HVAC system related information are required /25/.
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These information can be named as FDD project data and they can be classified as
follows:

o system topology (components, interconnections, instrumentation)

¢ main process variables (those monitored variables which might provide robust
symptoms)

o possible faults and their effects (impact of faults on monitored variables,
security, environment, thermal comfort, energy consumption, operational costs,
service and maintenance costs)

o tresholds (to avoid false alarms the grade of the deviation should be considered
and an alarm should be released only , if the deviation exceeds a certain limit)

e setpoints (controller setpoints and how they are determined and the possible
operational modes of a system or subsystem)

The sources for these information can be design data, human logic, practical experience,
lab experiments and system simulation (see upper part of Figure 1).

Tresholds can be found by statistical methods and by expert knowledge. They may
depend on accuracy of process variable measurements (sensors and converters), control
tolerances of local loop controllers, individual tolerances (concerning comfort, energy
waste, environmental damage, service cost), selection of reference model (type: phys-
ical, neuronal networks, fuzzy logic, characteristic curves, .....) and model accuracy
(numerical accuracy) /1/. But also the classification of faults may help to eliminate
problems of treshold adjustment /21/.

The selection of the main process variables to be monitored can be derived from the
knowledge on possible faults and their effects. The aim of the presented study is to
demonstrate the applicability of system simulation as a generic FDD tool, especially
-for the selection of suitable process variables to be monitored in an automatic fault
detection system. Furthermore, by computing the expected magnitude of changes in
energy consumption and thermal comfort the importance of faults can be evaluated
and comnsidered in fault diagnosis.

In the following example faults are introduced just by intuitivly tuning some of the
characteristic values of the simulation models. The effect of model accuracy on the
results is not analyzed. Such a study would require large experimental investigations
according to fault models (impact of degradation, fouling, clogging, leackage, ... on
characteristic values of simulation models). The presented study gives for the first
time a global impression about the possible impact of faults on energy consumption,
thermal comfort and usually monitored process variables.
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2 Simulation Example

The example presented here is chosen because the Variable Air Volume (VAV) system
is similar to the Annex 25 reference air handling unit /13/. Design data and real
measured data form the base of the developped simulation model /17/. The complete
weather data of a german test reference year are used to represent realistic climatic
conditions (TRY05 /2/) for the execution of one-year-period simulations.

2.1 Building

The building is the administration and education center of a computer company near
Stuttgart. It has a total area of 74 000 m? . Figure 2 shows the shape and the blueprint
of the building and the selected training rooms. The training rooms are oriented to
the east. Each room has a ground area of 40 m? and a height of 3 m The observed
HVAC system supplies only 6 of these nearly identical rooms. All internal walls have
the same structure. Table 1 includes the list of building structure materials for these
rooms. The windows are double glazed. They cover 70 % of the external walls and
they have a global heat transfer coefficient of 2.9 W/mK .

2.2 HVAC System

Figure 3 shows the scheme of the HVAC system which supplies the teaching rooms.
It consists of a single-duct pressure independent VAV system with a central air hand-
ling unit and local terminals and an additional hydronic heating system equipped with
radiators in each conditioned zone. The additional hydronic heating system allows
to have lower supply air temperatures and airflow rates in winter than observed in
traditional VAV-concepts. The VAV-system consists of mixing box, air filter, finned
tube preheating and cooling coils, centrifugal supply and extract fans with revolving
speed control and finned tube reheating coils and VAV-boxes for each zone. In Table
2 nominal characteristic values for the coils and fans are listed.

2.3 Control Strategy

The complete system is controlled by a Direct Digital Control (DDC) unit and local
controllers. Figure 4 represents the implemented control strategy. Also the daylight
is controlled. The DDC-unit includes the supervisory control strategy for the optimal
set poinis of temperatures, massfiow rates and pressures to be realized with local
Pl-controllers. Figure 5 gives the setpoint temperatures for zone air and supply air
as functions of the outdoor temperature. Variable air volume is realized only in the
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Table 1: Building structure maternials

section composition |thickness conductivity |specific heat |density
m W/ (mK) kJ / (kg K) kg /m?

external wall |plaster 0.005 0.87 1 1400
concrete 0.3 2.035 0.92 2400
insulation 0.09 0.045 0.84 75

internal wall |insulation 0.1 0.045 0.84 75

floor carpet 0.007 0.06 1.3 100
pavement 0.075 14 0.92 2000
concrete 0.12 2.035 0.92 2100

ceiling concrete 0.12 2.035 0.92 2100
pavement 0.075 14 0.92 2000
carpet 0.007 0.06 1.3 100

Table 2: Nominal values of HYAC components

coils preheat cooling reheat

power in kW 97 49 3

air flow in m#*h 7000 7000 1000

water flow in m*h 4.15 9.01 0.1

air inlet temp. in °C -15 26 20

air outlet temp. in °C. 25 16 30

water inlet temp. in °C 80 7 80

water outlet temp. in °C 60 12 60

air pressure drop in Pa 40 120 10

supply and retumn fan

air flow in m3h 7000

pressure increase in Pa 600

revolving speed in 1/ min 2000

radiators

power in KW 1

supply in °C 80

return in °C 60

zone air in °C 20

exponent 1.3

component filter preheat cooling reheat

air flow resistance

{see equation 9) 24.28 7.47 22.41 91.82

exponents

(see equation 9) 2 2 2 2
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Figure 3: HVAC system
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Figure 4: Control strategy
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summer mode. In winter the zone temperatures are controlled by variable zone supply
temperatures modulated by the reheting coils. The minimum air flow rate for each
zone is about 70 % of the maximum value. Both fans are fitted with variable frequeny
control for varying the airflow rate. A single controller is used to control both fans. It
is set to hold a static pressure of 400 Pa at the measured point indicated in Figure 3.
Further assumtions are

e operation of the plant between 9 am and 8 pm;

e 100 % outside air during operation period in summer mode, additional daily
one-hour-preheating periods in winter mode with 100 % return air;

¢ solar beam radiation used to control the daylight: if beam radiation is greater
than zero, the total solar gains through windows is reduced 70 %.

3 Simulation Models

The simulation program TRNSYS 13.1 /28/ is used to realize the coupling between
a detailed building model and the plant model. The chosen simulation time step
is 36 seconds. The VAV-system is modelled in 2 modular way. Each component is
represented by a stand-alone program called TYPE. In the following subsections the
models for building and plant components are described.

3.1 Building

The TRNSYS subroutine TYPE 56 based on the response factor method is applied.
The walls are modelled according to the transfer function relationships from wall surface
to wall surface /28/. The long-wave radiation exchange between the surfaces within a
zone and the convective heat flux from inside surfaces to zone air is considered according
to a star network approach /23/. The computation of radiation transmittance through
windows takes into account the incident angle of solar beams and glazing type /27/.

3.2 Centrifugal Fans

The performance of the fans is modelled by a relationship between the fan pressure
increase Ap , air volume rate V and revolving fan speed n /7/. No geometrical
data are needed, contrary to the dimensionless representation given in the IEA Annex
10 and 17 specifications /3,29/.
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Even if manufacturers often use the fan laws to generate performance curves at different
rotation speeds, just a single square polynomial can describe all curves in a more
compact but still accurate way:

Ap = c1-n* + -n+ can-V+e-V+ -Vt (1)

The basic advantage of the approach is that the parameters of the model are only the six
polynomial coefficients of this equation. In this example manufacturers’ measurements
(catalogue data) are used for the estimation of the supply and exhaust fan model. The
lower part of Figure 6 displays the curves measured by the fan manufacturer. The
upper part of Figure 6 describes the same characteristic curves as a 3D-space-surface.
It is achieved with the following polynomial coeflicients :

e1 = +0.00019 , ¢, = —0.01862,¢c5 = +0.00003 ,
cs = —0.04369 ,¢c5 = —0.00001 ,cq = +171.7724 .

It is assumed that all electrical energy is converted to an increase of air enthalpy
and kinetic energy. A polytropical process is assumed to calculate the increase of air
temperature. The fan total efficiency % is assumed to be constant (0.7) in the feasible
operational range (partial load varies in this example only between 75 % and 100 %
total air volume rate and about 500 to 1000 Pa pressure increase).

The outlet temperature can be calculated from the energy balance:

A
9y = O + ——E (2)
OL Co LT

3.3 Coils

Within the IEA projects Annex 10 and 17 a detailed physical coil model was developped
/10/ and applied for system simulation applications. Most of the parameters of this
model are geometrical data of a coil, like fin thickness, fin spacing and so on. In this
model the global thermal resistance is the sum of the waterside thermal resistance,
the coil material resistance and the airside thermal resistance. Empiric relationships
are given for the computation of the thermal resistances on each flow side depending
on the flow velocity . Especially relationships given for the thermal resistance on
the airside should be used with care. They often relate to various coil constructions,
especially with different settings of water tubes (e.g. shift in columns and rows) /8,9/.
Furthermore, geometrical data are often not available or manufacturers hide these even
as a secret.

A more simplified way to roughly characterize the heat transfer in dry coils can be
done with the socalled coil effectiveness ® /5/. It is defined as the fraction of the
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total heat transfer to the product of the maximum possible temperature difference and
the minimum flow capacity.

For an air to water heat exchanger the total heat transfer is expressed by the following
equation

QTot = (Th ’ Cp)ml'n - ¢ '(19.41'!',1 - ﬂWﬂt,l) (3)
with

W44y ¢ inlet air temperature
Yyary ¢ inlet water temperature

and the minimum thermal flow capacity

(m ' C-p)rm'n = MINIMUM [(m:‘lir - Cp,Air)s (ml.Vat * Cp,Wut)] (4)

If measured data are available (catalogue, BEMS) the model of a specific coil can be
easily calibrated. The result of a model calibration for dry air conditiors could be a
relationship between the effectiveness and the air and water flowrates:

$ = @ (myr, Mivar ) (5)

If such a relationship is available, the outlet air and water temperature can be computed
with the energy balance:

QTat = Tjyg Cp,Wat '(19Wut,2 - 1-9wat,1) (6)

- QTot = ThAs'r * Cp dir '(19Air,2 - 19Air,1) (7)

Again a square polynomial approach is chosen /18/:

_ .2 . . . . .2
$ = ¢ - Yy, +C - Mair +C3 - Muirs Mivat +€5 - Mwar +65 - Migq +66 (8)

The parameters of the model are then only the six polynomial coefficients of this equa-
tion. Measurements under relatively dry conditions have been used for the calibration
of the coil models. The latent duty is neglected.
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The upper part of Figure 7 displays measured values for the cooling coil in a 3-
dimensional plot. The lower part of Figure 7 displays the calibrated characteristic
curves achieved with the following coeflicients :

¢ = +0.06945 ,¢c; = +0.14889 , ¢;
¢, = +3.45875 ,¢; = —1.06667 , ¢

—0.08750 ,
—2.56158 .

It might be surprising to see a maximum in the variation of the effectiveness with the
air flow rate since the effectiveness approaches unity asymptotically, But it should be
noticed that the outlet air temperature is measured after the supply fan. Therefore, the
curves consider the temperature increase caused by the fan. The value for the cooling

coil air outlet temperature can be estimated by computing backwards using equation
2.

The pressure drop is modelled by using the following equation
Apeoit = Reoit - iy, - (9)

The air flow resistances are determined by using the manufacturers values of pressure
drop and air flowrate under nominal conditions (see Table 2).

3.4 Air Filter

Any characteristic curve of an air filter /6/ can be transfered to the following equation
Apjiter = Rypier + Mgy, . (10)

3.5 Ducts

For calculating heat transmission through the duct walls and insulation an overall heat
transfer coefficient U/+ A is used /19/. The approach assumes steady-state conditions:

. ﬂm'r, - 'ﬂair,
m - CP-LJ '(19“'.7»1 - 19‘-“."-2) = U.A ) l;giri_lgcrwz ) (11)

euir,! ~Genv

3.6 PI-Controllers

Pl-controllers are modelled explicitly and as to be digital:
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=Y0+K [Xs“XM +KIZ S—XM AL (1'2)
t=0
with
Xy @ input signal (measured)
Xs: set point
Y: output signal
Y,: constant value
Kp : proportional coefficient
K;: integral coefficient
At:  measurement time interval

Valves and dampers are modelled to provide massflow rates which are directly propor-
tional to controller output signals.

3.7 Air Pressure Control

As mentioned in 2.3 in this example the fan controller is set to hold a certain static
PIESSUTE Pyigsic at the measured point indicated in Figure 3. The mixing box is closed
during plant operation. The pressure drop between fan and pressure sensor is negli-
gible due to relatively small distance. Therefore, the necessary pressure increase Ap
provided by the supply fan is caluculated as a sum of pressure drops in each component
and the demanded static pressure :

AP = Apfiucr + Aphcuting coit + Apcooll'ng coil T Patatic (13)

3.8 Radiators

The exponential relationship between heat emission and temperature difference of ra-
diator and zone is implemented. The characteristic curve of a radiator is related to
nominal values (see Table 2) on a radiator test bench /4/:

. AD,
Q@ = Qnom (m)" (14)

Hereby the logarithmic temperature difference is computed with

A'ﬁlﬂ — ﬂsupply - ﬂreturn (15)

In ( upply — d-tl:lru)'

I|3!'ch.n'|': - "zane
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4 Simulation Cases

The simulation results for the reference case and for all fault cases described in the
following section are one-year periods time series and yearly energy consumtions. As
an example Figure 8 and 9 show simulated process variables for a three-day midseason
period in the reference case (no faults).

The yearly energy consumption in the reference case is for electricity (fans and pumps)
30.1 kWh/m2, for cool {cooling coil) 19.1 kWh/m2 and for heat (heating coils and
radiators) 69.1 kwh/m2.

Considering surveys on typical faults in VAV systems /12, 24, 30/ the following faults
are investigated in the presented study:

¢ a clogged =air filter,
e a defective supply air temperature sensor,
e a defective preheat coil water pump,

¢ a fouled cooling coil with a reduced heat transfer performance.

4.1 Clogged Filter

The Figures 11 and 12 show the revolving fan speeds in the reference case and in the
case that the air filter is clogged. Usually, the fault is detected by the pressure drop
increase monitored at the air filter. So, it is also assumed that the pressure instrument
at the air filter which is indicated in Figure 3 is defect. The black bars result from
the on/off switching of the plant during workdays. The gaps in both plots indicate the
weekends.

The full filter is simulated by increasing the flow resistance R. The filter pressure drop
at design air flow rate is now 400 Pa instead of 130 Pa in the reference case.

Figure 14 shows the influence of this fault on main process variables and yearly energy
consumption. The fault has no influence on zone temperatures. The additional pressure
drop is compensated by higher revolving fan speeds. This leads to an increase of air
temperature at the supply fan. But the small temperature increase can be easily
compensated by the supply air temperature controller. On few hours in summer the
cooling coil valve position is therefore up to 19.1 % higher than it is in the reference
case. But the influence on total energy consumption for cooling remains negligible.
Only the yearly electricity consumption of the air handling unit (chiller excluded) is
46.9 % higher than the consumption in the reference case.
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When using even a static fan model (as presented in section 3.2) the revolving fan
speed seems to be a robust process variable for the automatic detection of such a fault
or similar faults. Of course, the value of the actual air flow rate must be also available.
This might be computed from the position of the dampers in the VAV-terminals.

4.2 Defective Sensor

It is now assumed that during the whole year the measured value of the supply air
temperature is 2 K lower than the real value.

The Figures 14 and 15 show the cooling coil water massfiow rates in the reference
case and in the case that the supply air temperature sensor fails. The Figures 16 and
17 show the reheat coil water massflow rates in both cases. Figure 18 summerizes
the influence on main process variables and yearly energy consumption. This fault is
compensated in summer by higher air flow rates and it is compensated in winter by
lower reheat massflow rates. Therefore, nearly no influence on thermal comfort occurs.

The fault has a stronger imi)act on thermal comfort, if the reheat coils are smaller, or
if no radiators are in the zones.

The influence on total energy consumption for cooling is strong. The yearly consump-
tion is 35 % lower than the consumption in the reference case. But this does not mean
that the original setpoint is not optimal! The lower energy consumption is achieved by
lower thermal comfort (higher zone temperatures in summer). The yearly heat con-
sumption is 2 % higher than the consumption in the reference case. Because sometimes
the higher supply air temperatures are not needed on warm winter days. On such days
the reheat valves are closed in both cases.

4.3 Defective Pump

In this case it is assumed that the warm water pump in the preheat coil is defect. Due
to bad hydraulic balance the water massflow rate in this circuit is assumed to be not
zero but reduced 75 %.

The Figures 19 and 20 show the preheat coil supply water temperatures in the reference
case an in the case when the pump is defect. Figure 2] summerizes the influence of
the defect on main process variables and yearly energy consumption. Aga.m the fault
has nearly no influence on thermal comfort.

The yearly heat consumption is 13.9 % lower than the consumption in the reference
case. But again the lower energy consumption is achieved by lower thermal comfort
(this time lower zone temperatures in winter). Due to full load limits the reheating
coils and the radiators cannot fully compensate the fault.
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4.4 Fouled Coil

It is assumed that due to water side fouling the cooling coil effectiveness is simply 50
% reduced in all partial load conditions:

Qjoulcdcoil = 0.5 - @reference ( M4 ) Miyay ) (16)

The constant factor reduction in effectiveness might be a too simple assumption. But
there is still no experimental investigation available on the impact of fouling on the
thermal performance of a coil. Fouling should increase the thermal resistance between
the two fluids and so far it reduces the UA-value and the effectiveness of a coil. Probably
it influences the coil performance stronger at low flow rates.

The simulation results show that the reduced coil performance is compensated by higher
chilled water massflow rates. Figures 22 shows the cooling coil water massflow rates in
the case of the fouled cooling coil. The Figures 23 and 24 show the air temperatures
in a zone in the reference case and in the case of the fouled coil. In opposite to the
other cases thermal comfort is strongly violated on summer days. The reason is that
the fault compensation is limited by the maximum coil waterflow rate. This leads to
higher air supply temperatures {up to 5 K). The cooling loads in the zones must be
therefore exported with higher airflow rates.

Figure 25 shows the influence of the fault on main process variables and yearly energy
consumption.

The water massflow rate might be a good process variable for the automatic detection
of such a fault. A more practical value is the corresponding valve position.

By using even a static coil model based on calibrated characteristic curves {as presented
in section 3.3) such a fault could be easily detected.

In the presented example also the exhaust water temperatures of the heating and
cooling coil are monitored. The measured values are used to calibrate the coil models.
So, here also the coil exhaust water temperature might be a good process variable for
the detection of such a fault. But often this value is not monitored.

5 Conclusion

The simulation results demonstrate the applicability of system simulation as a generic
tool when constructing fault detection and diagnosis systems. Simulation aids choosing
the best process variables to be monitored for the detection of certain faults. As a
result of the presented simulation study fauit/symptom relationships as shown in
Figure 26 can be derived. Figure 26 shows the relationship between the investigated
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Figure 22: Cooling coil water massflow rates (fouled coil)
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Figure 23: Zone air temperatures (reference case)
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faults in the presented example and typical process variables which are usually already
monitored for control and energy management purposes.

The impact of operational faults on yearly energy consumption and thermal comfort
is shown. But the computed values cannot be generalized. They strongly depend
on concept, sizing and control strategy of an HVAC system. Due to small sizing the
presented VAV system runs only on few weeks of the year with variable air flow rates.
In surnmer most of the time maximum available airflow rates are needed to export the
cooling loads from the zones. Also the faults according to the heating mode (defective
sensor, defective preheat pump) have a stronger impact on thermal comfort than it is
shown here, if the system is equipped with smaller reheat coils, or if no radiators are
available in the zones. For more systematic classifications further investigations are
required. They will be executed within IEA Annex 25.
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ARX MODELS AND
REAL-TIME MODEL-BASED DIAGNOSIS

V.E. Bakker, H.C. Peitsman
TNO Building and Construction Research
Delft, The Netherlands

Abstract

The approach used in this research is based on a combination of two technologies:

- Model-based reascning

- ARX modelling -

Model-based reasoning is a technique capable of finding possible diagnoses based on behaviour descriptions and
interconnections of the separate components contained in the whole system. 1t can best be understood as the
interaction of observation and prediction. On one side there is the actual device, on the other side the model, that
can make predictions about the behaviour of the device. A significant difference between the actual observations
and the model predictions indicates the monitored device has a malfunction.

The behaviours are defined using ARX models. An ARX model of the complete system is used to detect a
degrading performance of the system. After the system model has indicated a possible malfunction, the model-
based reasoning process will try to calculate a diagnosis using the ARX models of the separate components.

The fault detection process and the model-based reasoning process are captured in a programmable real-time
environment, that controls the selection of the models and the used model-based reasoning algorithm.

The joint evaluations exercise was based on 2 VAV system of NIST.

1 SYSTEM IDENTIFICATION

In the system identification approach described in this report, two steps are distinguished:

- system level

- component level

The system level is used to detect faults in the system, based on a degrading performance of the system. After

a fault has been detected, the fault has to be diagnosed on component level. The use of a system model for

detection and component models for diagnosis has the advantage that system models are easier to calculate, and

hence faster in use and more suitable for real-time applications. Continuous propagation of the component model

is slower and might lead to deviations in the estimated values. This is further elaborated in the real-time chapter.

A black-box model (ARX-type) is used to predict the output of the system based on the inputs of the system.

The predicted output is compared with the 'measured’ output to detect faults which occur in the system,.
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Three data sets were used; first one without malfunctions, second one with one known and two unknown
malfunctions and one with four unknown malfunctions. The healthy data set (no faults) is used for training the

models and the other two to detect the fault.

A E B
5 Retum Fan
Exhaust Alr
T33
| Rediroulating Alr
Damper Control |- / e 1H :J L
! Coolingcoil | Heating coil Supply Fan
T MY T2 T3 | T4
Outsids Air : Mixed '
{(Fresh Air) Al
T49
V.
e
) F \L K é
C36

Figure 1 A simple Pl-diagram of the AHU of the VAV system of NIST

* C=Ctrl, M=Flow, P=Power, T=Temp.
The next models can be defined: )
ABCD = Systern model AHU of the VAV system.

AEDF = Component model Mixing box.
GHFI = Component model Cooling coil.
HIIK = Component model Heating coil.
JLKC = Component model Supply fan.
EBGL = Component model Return fan.

1.1 SYSTEM MODEL

TEMP1

FLOW1 — TEMPS
TEMP32——™

fows— . System Model

CTAL3g— — FLOW2
CTRLI?———+

Figure 2 The system model ABCD of the VAV system
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Inputs:
templ flowl temp32 flow9 ctrl36 ctl37
ctrl36*ctrl36 cal37*cal37 flowS*flowd temp32*temp32 temp1*flow?d temp32*flowl

The structure of the system model is an

ARX(5,5) with 12 inputs.

Symarn maind Ui 8 Bral irpirisapdate . Symwn el Yand 1 2 trainirgrintm
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Figure 3a Results ARX model on system level TEMP5 Figure 3b Results ARX moedel on system level FLOW2
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Figure 4a System level TEMPS with dataset 3 faults. Figure 4b System level FLOW2 with dataset 3 faults.
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The training results illustrated in Figure 3 show that the system models of TEMP35 and FLOW?2 fit well. The
margins depicted in the figures are exactly 3 times the standard deviation of the residuals of the training results.
This margin is generally used in system identification to determine if a fault occurs. In Figure 4 the results for

the dataset holding three faults are presented.

1.2 COMPONENT MODEL

For the component model five components were distinguished.

Return fan model

b Retum Fan Model |—— TEwP:

POWER2——>

Figure 5 The Return Fan model EBGL of the VAV system

Inputs:

power2 temp32

The structure of this component model is an
ARX(1,1) with 2 inputs.

Mixing box model

TEMP] ——=—
TEMP3:—— ..
craee——  Mixing Box Model —— Teme2
CTRLAG—»
CTRLS0——™

Figure 8 The Mixing Box model AEDF of the VAV system

Inputs:
ctrl48 ctrl49 ctrl50 templ temp33

tempi*templ

The structure of this component model is an

ARX(4,4) with 6 inputs.

Cooling coil model

TEMP1 ——-— i TEMP3
Tyhz___1 Cooling Coil Model
CTALG?—— ——» TEMP48

Figure 7 The Cooling Coil model GHFI of the VAV system
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Inputs:
ctrl37 templ temp? flow2
ctrl37*temp] ctrl37*temp2 ctrl37*flow2 temp2*flow? ctrl37*ctrl37 templ*temp] flow2*flow?2

The structure of this component model is an
ARX(4,4} with 11 inputs.

Heating coil model

TEMP1 ———»j — TEMP4
Rowe—__. Heating Coil Model
CTRL———» —  TEMP49

Figure 8 The Heating Coil model HJIK of the VAV system

Inputs:
templ flowl temp3 flow9 ctrl36

temp3*flow1 temp3*flow9 temp1*temp] flow1*flow1 temp3*temp3 flow9*flow9 crrl36*ctrl36

The structure of this component model is an

ARX(2,2) with 12 inputs.

Supply fan model

TEMP4 —— — TEMPS
Fowl —  Supply Fan Model
POWER| —————» L = FlLOW?

Figure 9 The Supply Fan model JLKC of the VAV system

Inputs:

temp4 powerl flow9 flowl

The structure of this component model is an
ARX(1,1) with 4 inputs,

In Figure 10 some component model results for the dataset with three faults are depicted. The component models

of the heating coil and supply fan are not presented because no faults were found in these components.
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2 DIAGNOSING THE FAULTS

2.1 DATA SET WITH THREE FAULTS

Detection of the first fault

System level :

The system model detects a fault after 60 minutes. The next faults are detected:

- the predicted TEMP3 is much higher than the observations (figure 3a),

- the predicted FLOW?2 is lower than the observations (figure 3b).

After the fault detection on component level, the Model Based Diagnosis (MBD) program switch to component

level,

Component level :
The next step is to diagnose the fault in the component:
- Return fan
No fault is detected in the return fan
- Mixing box
Fault is detected in Mixing box; Symptom: the predicted TEMP? is much lower than the observations
(figure 10b). '
- Cooling Coil
Fault is detected in Cooling Coil; Symptom: the predicted TEMP3 is much lower than the observations
(figure 10c).
- Heating Coil
No fault detected in Heating Coil
- Supply Fan
No fault detected in Supply Fan

Diagnosis
Fault in Mixing Box or Cooling Coil
The cooling coil is situated after the mixing box, therefore the fault in the cooling coil can be caused by the

mixing box.

Detection of the second fault

System level :
The system model detects a second fault afier 500 minutes. The next fault is detected:

- the predicted TEMPS5 is lower than the observations (figure 4a),
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Component level :
The next step is to diagnose the fault in the component:
- Return fan
No fault is detected in the return fan
- Mixing box
No fault is detected in Mixing Box
- Cooling Coil
Fault is detected in Cooling Coil; Symptom: the predicted TEMP3 is lower than the observations (figure
10c) and the predicted TEMP48 is lower than the observations (figure 10d), but between the allowed
margins
- Heating Coil
No fault detected in Heating Coil
- Supply Fan
No fault detected in Supply Fan

Diagnosis
Fault in Cooling Coil

2.2 DATASET WITH FOUR FAULTS

Detection of the first fault

System level :
The system model detects a fault after the startup period of the VAV system. The next fault is detected:
- the predicted TEMPS is much higher than the observations,
Component level :
The next step is to diagnose the fault in the component:
- Return fan
No fault is detected in the return fan
- Mixing box
No fault is detected in Mixing Box
- Cooling Coil
Fault is detected in Cooling Coil; Symptom: the predicted TEMP3 is higher than the observations
(figure 10c)
- Heating Coil
No fault detected in Heating Coil
- Supply Fan
No fault detected in Supply Fan
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Diagnosis
Fault in Cooling Coil

Note: possible false alarm, because the fault is in the startup period of the VAV system

Detection of the second fault

System level :
The system model detects a fault after 500 minutes. The next fault is detected:
- the predicted TEMPS5 is much lower than the observations (figure 4a)
Component level :
The next step is to diagnose the fault in the component:
- Return fan
No fault is detected in the return fan
- Mixing box
No fault is detected in Mixing Box
- Cooling Coil
Fault is detected in Cooling Coil; Symptom: the predicted TEMP3 and TEMP48 are much lower than
the observations (figure 10c, 10d)
- Heating Coil
No fault detected in Heating Coil
- Supply Fan
No fault detected in Supply Fan

Diagnosis
Fault in Cooling Coil
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3 MODEL-BASED REASONING

Model-based diagnostic methods are used for localisation of defective components in (technical} systems. The

kernel of model-based diagnosis is the model, which describes the functionality of the concerned apparatus,

The principle of model-based reasoning for diagnosis can best be understood as a combination of observation
and prediction. In the one hand we have an actual device, in the other hand we have a model of that device that
can make predictions about its intended behaviour. Observations indicate what the device is actually doing,
predictions indicate what it’s supposed to do. Any difference between these two indicates a problem in the most

broad definition. The difference between the system and its model is called a discrepancy.

Model-based reasoning has several advantages over the use of rule-bases:

One advantage is formulated by Dvorak [Dvorak, 1991]:

“Unlike many diagnostic methods, model-based diagnosis does not rely on a set of symptom-fault patterns. Such
parterns are often incomplete, since it is difficult for an experr to anticipate all possible faults and predici their

symptoms, especially the symptoms of interacting faults.”

Another advantage of MBD is that even with a new system, for which no repair experience exists, MBD can
be used; it only needs the model, which is always obtainable. In this context it can also be stated that the
creation/setup-time for an MBD is relatively short (if only the model needs to be created).

Different reasoning methods have been developed for model-based diagnosis. An important method for model-
based reasoning is General Diagnostic Engine (GDE), defined by De Kleer & Williams [Kleer & Williams,
1987]. In the GDE approach, diagnoses (candidates with De Kleer & Williams) are deducted from conflicts. A
conflict is a collection of components whose correct function leads 1o inconsistencies. All existing conflicts are
generated by a process called constraint propagation. Constraint propagation performs calculations on the model

in as many different ways as possible.

This can be illustrated by Figure 11. Output A of component / can be

1. A
1—| 1 | E calculated assuming component ! works (result A=2), but it can also be
5 B—3
11—, B calculated assuming components 2 and 5 are functional (result A=1). The
1— 6 F 4 result of each propagation step is combined with the corresponding
1— 3 C | assumptions made and recorded in a dependency record. If different values
| S .
7 LG 4  are calculated for one and the same output, the assumptions made for the
i— 4 i’ calculations are inconsistent and result in a conflict. The collection of

conflicts for Figure 11 is given in Table 1.
Figure 11 A collection of adders
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F—

dependency records contlices
[A=2, ({1
[A=1. {25).[35.,6}.{45.6.7]} <t 25> I 356>, <] 456.7>

[8=2, [2}.13.6}.44.6.7]]
[B=1, ({51} <] 25>, 13585 i 456 7>

(€=2. {3}.{2.6}.{4.7)]
[C=3. {1561 <) 356 <4567

[D=2, {4).{3.71.{26.7]]
(b=1. 145671 456

Table 1: Dependency records and conflicts using GDE on Figure 11.

‘When conflicts are transformed to diagnoses, only minimal conflicts and minimal diagnoses are processed, which
means superfluous elements in the sets are omitted. In this example, </,2,5> is a minimal conflict, while

<1,2,5,6> contains one more element <6>.

<I1,2,5>
/ 2 5
"possible diagmosis possible diagnosis
<1s3i5: 6>
/ 3 \ 6
already found already found possible diagnosis
<1,4,5,6,7>

L N

already found possible diagnosis already found already found possible diagnosis

Figure 12 Generation of diagnoses from conilicts using a Hitting Set Tree

A proper diagnose has to clarify each discrepancys; it has to contain at least one component assumption of every
conflict. The transformation of conflicts to diagnoses is illustrated by Figure 12. This collection of diag-
noses/conflicts is called the Hitting Set Tree ([Reiter 1987]).

The hitting set tree, of which the nodes represent the generated conflicts, can be used to search for diagnoses
that 'cover’ every conflict. A diagnose that 'covers’ every conflict contains at least one component of each
conflict. A diagnose consists of the labels of a path from a "diagnose-leave’ of the tree to the root. Paths starting

at a repeating leaves form a not minimal diagnose.

Assumptions that are already contained in a conflict are not used for further calculations. <1,2,5,6> is not
regarded a new conflict because <1,2,5> already is. This is part of the “assumption-based truth maintenance
system” that GDE uses: "unreliable environments are not used for further caleulations".
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In the Diagnose application, the GDE algorithm is used. No special arguments underline the choice of GDE for
the Diagnose application; however, it can be stated that the separation of conflict calculation and diagnosis
generation in GDE is very suitable for time-efficient FDD, for as long as the system is functioning correctly,

only conflict calculation has to be performed.

Once the conflicts have been calculated, generating diagnoses is a quite straight-forward process. A diagnose is
an assumption that explains every encountered conflict, i.e. a conflict "lightswitch is on" and "the lightbulb does
not glow" can be explained by the diagnose "LIGHTSWITCH is DEFECT". In practice, only minimal diagnoses are
generated; if there exists a diagnose "LIGHTSWITCH is DEFECT" the possible diagnose “LIGHTSWITCH is DEFECT and

LIGHTBULB is DEFECT" is ignored.

The generation of diagnoses from conflicts comes down to a breadth-first search method. The generation process
is already illustrated in Figure 12. The nodes of the tree represent conflicts, the leaves represent possible
diagnoses corresponding to the elements of the conflicts. An "Already found’ on the lowest level of the tree

indicates a correct diagnose that covers each conflict.

3.1 MODEL REQUIREMENTS

The numnber one question when creating a model for MBD is 'What is a suitable mode} for MBD?". A useful
definition of the desired properties of an MBD model is given in [Soest, 1993]:
"An adequate model is one that enables a troubleshooter advisor to advise efficiently on the cheapest effective

repair’

Unfortunately, as good as the properties of the MBD tool are defined, as difficult it is to transform the final
MBD demands to model properties. Still, five requirements are clearly stated by [Soest, 1993]:

1) the states should be uniquely identifiable;

2) as few components as possible;

3} as few connections as possible;

4) total cost of probing points as low as possible;

5) behavioral descriptions as simple as possible.

These requirements still leave some questions unanswered, such as *Which parts have to be represented in the
model’ and *which influences between the parts have to be represented’. The specific information that is needed
to make optimal choices on this account of the modelling process is system-dependent, and therefore dependent
on the insight of the model designer. Using the term ’desirable properties’ instead of 'requirements’ allows for

more freedom in the modelling process.
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3.2 HIERARCHICAL MODELLING

Performing MBD on a system can be quite time-consuming, depending the number of components in a mode!,
As there is an exponential relation between the number of components and the number of calculations, the time
needed for constraint propagation increases fast with the complexity of the model. In [Bakker,1989] the
calculation complexity for different approaches is calculated to be O(2"}, where » is the number of components
in the model. A trade-off between the detail of the diagnose {the number of componenis) and the reactiveness

of the diagnose system is obvious.

This trade-off can be bypassed with model reduction’. By using different models for the same system depending
the state of diagnosis, the most effective model, in other words the model adding the most information to the

diagnosis, is used.
The structure of the interdependent models can be best defined as a tree; on the highest level only one model
is used for fault detection. When a fault is detected the diagnosis tool descends one level in the model tree, 10

the model containing the different components.

As soon as a fault is globally localised, the model tree node containing the fault can be expanded, The tree

structure can be derived from the system structure. An example for a Hi-Fi system is given in Figure 13,

How the efficiency of the diagnosis process can be

Hi-Fi Set influenced by choosing the right subsequent abstraction
—_— | T
Redio Amplifier Speakers levels will be illustrated by an example of a very

| I TN

Power Sevety Poe o e simple model with few in- and outputs. In this example

the functionality of the system is of minor interest, and

Figure 13 Exampie System Structure of Hi-fi Set therefore not defined.

3.3 LIMITS TO HIERARCHICAL MODELLING

Unfortunately, the resolution of the computed diagnoses can not be refined infinitely. The effect of defining more

subsystems depends on two model properties:

- the number of available observations

- the component interconnection structure (connectivity of the model)

2

Model Reduction - The process of discarding certain modes of motion while retaining others in the model used
by an active control system, in order that the control system can compute control commands with sufficient
rapidity.
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This can be made obvious by the following examples (Figure 14).

1 Al - A2 » A3 [»2 ! 7 o2 lss
2 — -
A: 2 Observations 5 C1
C3 |—»6
1 — 4 -
2 - B1 - B2 B3 >4
3 -
B: 4 Observations C: 6 cbsarvations

Figure 14 Observations and Connectivity

All three examples consist of three components. In model A, two observations (1 input, 1 output) are available.
No observations are available to discriminate diagnose [A1] from [A2] or [A3]. In model B, four observations
(3 inputs, 1 output) are available, but no observations to allow discrimination of diagnoses. The third model,
model C, has six observations (4 inputs, 2 out'puts). The structure of the model combined with enough

observations allows for some diagnosis.

The example showed the choice of components/subsystems in the model definition should be based on a
combination of the number of observations and analysis of the model structure. The intuitive restrictions that can
certify the efficiency of hierarchical descriptions are discussed by [Mozetié, 1990]. In practice, it would be wise

to determine the number of sensors depending the desired diagnostic performance.

The MBD process can reason about sensor faults if sensors are admitted to the model. Introducing the sensors

as VAV components in leads to a model as presented in Figure 15.

SY Sctaartors SYSctasrvrions SY Sctasrvetrn
Senson Sansore Senson
A [ Y
S5YSn =  Comp » Comp » SYSaus

Figure 15 Component model including sensors

This model automatically implies the sensors as part of every detected conflict. Combining conflicts will
eventually indicate defective sensors; i.e. if in the model presented in Figure 15 the conflicts
<Sensor,,Comp,,Sensor,> and <Sensor,,Comp,,Sensor,> are detected, the intersection diagnose of the conflicts

*Sensor, Defective’ is more probable than any other diagnosis.
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In order to model the dependency between the model calculations and the sensors or measured values, two-port
sensors are used in two configurations:

Input configuration is used to model the dependency of the model calculations on the observations; the input
values of the model are always measured by sensors, so a deviation of the calculated value can also be caused
by a faulty model input value, e.g. a defective sensor.

Output configuration is used to madel the dependency of the observations at the outputs of the system on the
sensors; any information regarding the output values of the system is collected by sensors, so a deviation of the

calculated value can also be caused by a faulty output observation sensors.
3.4 MODEL STRUCTURE OF THE VAV SYSTEM

In order to decrease the introductory threshold and keep realisation costs low, all models are based on sensors
that are most common in HVAC systems. The strucrure of the models will apply to VAV systemns in general,

the fitted ARX models are system-dependent.

The system model is used to verify the performance of the whole system. The verification of the performance
is based on predictable system outputs that can be labelled representative for the system performance in general.
For the VAV system as presented in Figure 1, two outputs can be defined:

- TS5 OQutlet air temperature after the supply fan

- M2 Supply air mass flow rate to the zones

For the component model, five separate ARX models have to be created; one for each of the identified

components Mixing box, Cooling coil, Heating coil, Supply fan and Return fan. Besides the ARX modets for
the VAV subsystems, the component model contains a collection of sensor components. To enable model-based
reasoning, the behaviours of and the connections between the separate components have to be specified. The

outputs of some ARX models are inputs for other ARX models.
Note: MBD demands the connections between the components to be ideal. In the VAV model, the connections

are not ideal. In assuming they are, the possibility of a broken or bad performing connection as independent

diagnosis is excluded.
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Explicitly introducing connection models would in this case only make sense if enough sensors are available to
let the MBD system distinguish between connections and components; a luxury that does not apply to the VAV
system. Since increasing the number of sensors is not desirable, connections are not explicitly accounted for in
the model; they are part of the connected component. In example, in the VAV system this means that a diagnosis
<Supply Fan Defect> on account of M1 (the flow) could mean that the fan itself is defect, as well as the flow

connection to the fan. In general, component borders are defined by location of the sensors, as is depicted in

Figure 16.
H H "~ i
™
™.
Y y
pucT pucT | DUCT oucT DUCT
Heating Col Supply Fen Heeting Col Supgly Fan

Figure 18 Connections implicitly and explicitly modelled

In Figure 17 the combination and interconnection of the separate ARX models is illustrated. The dependency
of the components is clearly visible. Note that there is no complete depencency relation between any

components. The effect of the partial dependencies and partial direct inputs for components in modei-based

5

reasoning is still researched.

System Level @ i
B e P L Fl —

e e
Component Level

i
Figure 17 Interconnection of the component models
The representation of this model useable for the diagnosis tool is given in Appendix I. The effect of the use of

estimated values as input for following models on the accuracy of the component model is not yet studied. Partly

this is bypassed by using models on system level where possible.
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4 REAL-TIME FAULT DETECTION AND DIAGNOSIS

To identify the explicit tasks of a real-time MBD system the existing situation can be analyzed. In general
HVAC systems are monitored by BEMS and interpreted by system operators. The functions that a human system

operator performs in real-time system monitoring/diagnosis are shown in Figure 18.
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Figure 18 Operator Strategy

The actions of the system operator can be simplified into five subsequent steps:
1) Monitoring the system

2) Detecting discrepancies / conflicts

3) Creating Diagnoses

4) Advising Testvector / probing for discrimination

5) Repairing system
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Basically, these are the functions the real-time MBD system must perform. Since diagnosis systems are not yet

capable of mechanical probing and repairing, the operator’s actions can be transformed to three system tasks:

1) the output of the system is compared with the expected behaviour

2) if there is a difference between actual and expected output, the difference must be explained as either
an allowed deviation or an indication of malfunction

3) if a malfunction is suspected, it must be traced

If the systems operator is replaced by a MBD system, a situation like in Figure 19 arises.

/

" Building
| Energy
Management
System

Diagnose
System

Observations

Figure 19 Monitoring the BEMS

In this structure, the MBD system is a separate system that communicates with the Building Energy Management
System, which controls the HVAC system. The underlying structures of the BEMS and the MBD system will

be discussed in the next chapter.

The need for flexible problem-solving strategies can be explained on two levels:

- the system has to be flexible enough ta choose the best problem-solving strategy

- the system has to be flexible enough to cope with a variety of given strategies

The second approach is preferred, for the following three arguments:

1) since no information is available about how real-time model-based reasoning should be accomplished
on HVAC systems, it is desirable to create a tool for testing different diagnostic strategies

2) it is most difficult 1o make a machine choose between different strategies if the performance demands
are unknown

3) for HVAC systems of the same type, strategies will most likely be identical, so once a optimal strategy

is found it can be universally applied to similar sysiems
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As a realisation of a semi-flexible way to let a system act like a system operator, a simple diagnostic
programming language holding the different system operators actions as well as typical model-based reasoning
actions is implemented.

This language should i.e. be able to perform the following actions:

- joad different reasoning models depending the diagnostic situation

- load observation data if available

- perform different types of conflict calculation and diagnosis construction

- check the reasoning results

- simple imperative loop and jump constructions to let the system run automatically

- perform simple calculations for loop counting etc.

- give output on systemn conditions

- trigper an alarm situation

An example of the implemented language and program is given in Appendix II. A program (=real-time diagnosis

strategy) was designed that accomplished the following actions:

1 Load the system model

2 Load observations and calculate conflicts until a conflict is found

3 Load the component model

4 If no conflicts are found return to system model (Step 1)

5 If conflicts are found calculate diagnoses

6 If possible diagnoses hold sensor/component combinations that can checked using the corroboration
models load the corresponding corroboration model

7 check for conflicts

8 If corroboration model gives no conflicts, the corresponding sensor is indeed functioning incorrectly

Based on the functional implementation, the conclusion is justified that model-based diagnosis can be performed
real-time. The implementation described in this chapter gives a possible approach. Specific tests will provide
information about the actual performance of the real-time MBD system. Test results will be discussed in the next

chapter.

4.1 TEST WITH CORRECT DATA SET 1 BASED ON THE VAV SYSTEM

Running the MBD program with the correct dataset should give no problems. However, one conflict was
detected. This conflict occured at the start-up period of the system; the ARX models were not able to fit the
start-up pulse. The conflict that was detected at system level, caused the diagnosis tool to switch to the
component model to start the diagnosis procedure! Propagation of the component model did not reveal a conflict,
so the system concluded it was a false alarm. In fact, the reliability of the ARX models in the startup phase is
very low, since they need a certain time to reach a ’stable’ condition. The figures of the training estimations

illustrate this.
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4.2 TEST OF DATA SET 2 WITH THREE FAULTS

Fault Detection

For this data set, fauit detection starts after the ARX models have reached a "stable’ condition. A somewhat
critical situation occured, since the first fault is close to, or almost in the unstable area of the ARX models. Still,
the ARX model on system level was able to detect each of the three faults.

Fault Diagnosis

Using the component model to enable automatic diagnosis did not result in the correct diagnoses. For each fault
the supply fan was diagnosed to be defective. It is suspected that this is caused by the narrow margin of the
Supply fan model and the fact that it is the last

component in the row of connected components?,
4.3 TEST OF DATA SET 3 WITH FOUR FAULTS
The dataset with four faults provided the same results as the dataset with three faults.

44 TEST OF SENSOR STUCK-AT FAULT

An other possible and common fault was manually introduced as a stuck-at sensor fault. A stuck-at fault is a
situation in which a measured value becomes static, e.g. stuck at a certain value, which can be explained as a
defective sensor or a broken sensor connection. For the test, the TEMPS sensor was set at 0 °C from a certain

observation on.

8 Due to propagation of estimated values it is possible that a well-fitted component exceeds the margins while

the component actually causing the deviation does not.
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As the results illustrate, the Diagnose tool almost immediately identified the broken sensor.

In this example, SYS_8 corresponds with FLOW?2 and SYS_7 with TEMPS5. The left values are the observations,

the right values the estimations. The allowed margins are also available on-screen. Obviously SYS_7 (=TEMP5)
1s observed to be zero, while the ARX estimation is still about 14 °C. Propagation of the component model
results in 6 possible diagnoses, including TEMPS. Of course, the MBD system is unable to distinguish between

the different sensors, because for that purpose, observations regarding the sensors would be needed.

5 REQUIRED RESEARCH

The research described in this report is only the beginning. A lot of questions are still unanswered. A few points
of further research are:

- the mixed use of direct observations and propagated values in the component model

- the requirements of the ARX models to enable proper diagnosing (i.e. the margins)

- the effect of switching between the system level and component level models

- the consequenses of the use of historical values in the ARX estimations for MBD
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APPENDIX I

In this appendix the component model, as used by the MBD tool is presented.

VAVCOM
COMPON

TEMP1
FLOW1
TEMP32
FLOWS
CTRL36
CTRL17
TEMPS
FLOW2
POWERZ
TEMP33
CTRL48
CTRL49
CTRLS0
TEMP2
TEMP3
TEMP48
TEMP4
TEMP49
POWER1

RETFAN
DESCRI

ARX_IN
ARX_T

PONENT
ENTS:

real_sensor
real: sensor
real_sensor
real _sensor
real_sensor
real_sensor
real_sensor
real_sensor
real_sensor
real_sensor
real_sensor
real_sensor
real_sensor
real_sensor
real_sensor
real_sensor
real_sensor
real_sensor
real_sensor

matlab 2in lout
PTION: forwardl

PUTS: inl in2
IME_ORDERS: [1 [1 1]

ARX_COEFFICIENTS:

-4,

1194995e-001

ARX_MARGIN: 0.390990

MIXBOX

DESCRI
ARX_IN
ARX_T

matlab Sin_lout

PTION:
PUTS:
IME_ORDERS:

forwardl

ARX_COEFFICIENTS:

[0 0]]

7.9163022e-002

5.9358247e~-001

inl in2 in3 in4d in5 ind*ind
{40444

444)][000000

)

i

~6.481282832371505e-001 -6.5821798946225993e-001 -7.77740129172414%9e-002 4.106377540038953e-001
7.928607489118034e+000 0.000000000000000e+000 0.000000000000000e+000 0.000000000000000e+000
0.000000000000000e+000 ~1.670719803668529e+001 0.000000000000000e+000 5.069951836068407e+000
0.000000000000000e+000 0.000000000000000e+000 3.609596103597613e+000 0.000000000000000e+000
-4.481230593102304e+001 1.194832594638845%e+002 -9,043515017315432e+001 1.579869470563974e+001
-3.290166424167588e-001 6.5088287739B0396e-001 -2,211060477951576e-001 -1.000621262907474e-001
1.097141766681237e+000 -2.905944801950731e+000 2.206250699577930e+000 -3.976353955008034e-001

ARX_MARGIN: 0.500863
COQLCO matlab_&in_2out_a

DESCRIPTION: forwardl

ARY_INPUTS: inl in2 in3 ind inl*in2 inl*in3 inl*ind in3*ind inl*inl in2*in2 in{4*ind4
ARX_TIME ORDERS: [ 4 [ 4 4 444444444} 000000000001 ]
ARX COEFFICIENTS:
~2.012807661788014e+000 9.611874477139300e-001 2.377856465345267e-001 -1.847711113946610e-001
=3.983342813160675e+001 4.657855621108710e+001 1.615091705392232e+001 -2.286511153550188e+001
2.099169802766818Be+000 -2.068266293727453e+000 -7.060682302942644e-001 6.757115020178849e-001
9.687399106564606e~-002 -5.397092031803175e-002 -1.336250061516967-001 9.166985227262406e-002
2.501191343948820e-001 -1.636036177572186e-001 -5.8446324590610602-001 4.971508933975154e-001
-4.983950890124521e=-001 $.193447624360170e-001 =-6.7381856B5063136e-002 -2.975285069535521e-001
2.165698624291771e+000 -2.997458018892557e+000 -4.761767513596907e-001 1.248539498220706e+000
1.208203283005456e+000 -1.705310413584127e+000 -1.29651201295713%e-001 6.296078300905024e-001
2.903635447608961e-003 -1.524787473569807e=-002 4.252186789%9205873e-002 -2.997972308B134883e-002
-6.540872655192198e+000 1.120207256277638e+001 -1.423271438596%47e+000 -3.226465925037212e+000
-6.015412869400266e-002 6.09435347668181%e-002 1.795990682953589e-002 -1.878020142337192e-002
-2.543048246158963e-002 2.864231682368595e-002 -2.367673999824511e-003 ~1.04185706474998%e-003

ARX

DESCRI

_MARGIN: 0.471489

PTION: forward2

ARX_INPUTS: inl in2 in3 ind inl*in2 inl*in3 inl*in4 ind*ind inl*inl in2*in2 ind4*ind
ARX TIME_ORDERS: [ 4 [ 4 4 444 444444 )] [0000000000C0C61 1]
ARX _COEFFICIENTS:
-1.396872472386783e+000 9.791815461869906e-002 2.981405424388132a-001 4.257484420335442e-003
2.857544682843358e+002 -2.897614266881635e+002 -2.493881199522118e+002 2.534855352869522e+002
-5.967897996961657e+000 4.390889B78493386e+000 95.873085036296974e+000 ~-8.295506153858902e+000
5.217269899272074e-002 1.839285567123947e-002 -5.893671933895991e-002 -9,382280870646010e-003
-4.566776565043955e~001 5.419179902151765e~-001 -6.816840167412777e-002 -3.00478890712602%e~002
2.959063185746617e+001 -4.000676406592807e+001 -2.3815633708028B7e-001 1.061054763128685e+001
-4.204008513118066e+001 5.231485768135096e+001 1.127052654169966e+001 -2.151284690448416e+001
1.641553494359437e-001 7.187888225620663e-002 -9.84447274919895Be~002 ~1.371423268674522e-001
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3.941929602181036e-002 -3.206605088345845e-002
3.931382535152229e+000 -2.204145466433774e+000 -5.457266147481993e+000
2.092677066596587e-001 -1.775928150166493e-001 -2,849399440442625e-001
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ARX_T
ARX_C
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APPENDIX II

The ’diagnosis language’ program that is used to accomplish real-time
detection and diagnosis:

VAR count
VAR compo

:lop

rem First start with the system model
Cls

Load_Model sys

count=0

rem *** A Joop to read historical data
:lopje

Load_Observations

count=count+1

If count<6 Goto :lopje

:loop

rem *** This is where the conflict detection loop starts
Cls

Load_Observations

count=count+1

Calculate_prop2

If No_Conflicts Goto :loop

rem *** A conflict is found

Pos 5,5

Echo Conflicts Found

Beep

pos 5,6

echo Now loading Component Model..

rem *** jf historical observations are available,
rem *** these are automatically read when a new model is loaded
Load_Model comp

Calculate_prop2

If No_Conflicts=0 Goto :ohno

rem *** seems like a false alarm

rem *** stay in component mode for a few runs to be shure

rem *** If after 5 runs still no conflicts are found

rem *** the system assumes it was a false alarm due to inaccuracy

compo={

:checkloop

Load_Observations

compo=compo+1

Calculate prop2

If compo=5 Goto :lop

If No_Conflicts Goto :checkloop

:ohno

rem *** Now we’'re in serious trouble..

rem *** a conflict is found in the component model
Calculate_Hit_Best

Show_Diagnoses

Keypress
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~ Qualitative Model-Based
Fault Detection in Air-Handling Units

A.S. Glass, P. Gruber, M. Roos, and J. Todtli

August 1995,

he feasibility of a qualitative approach
for detecting faults in an air-condition-

ing system is considered. The system con-

sidered is a multi-zone variable air volume
air-handling unit, and the faults investi-
gated include types which result in deterio-
ration of operation, as distinct from actual
failure. The operating modes of the sequen-
tial controller for the central air-handling
plant can be matched to a corresponding
qualitative classification of steady-state
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Introduction
This article extends and consolidates the
investigations reported by Fornera et a). 1]
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and Glass {2], in which a qualitative ap-
proach to detecting a class of faults in a
variable air volume air-handling system
was developed. The qualitative approach identifies certain so-
called “landmark™ states of the controller regulating a central
air-handling unit and relates them to corresponding “landmarks”
of the relevant air temperatures and flows.

Using this approach, a wide class of operating faults can be
analyzed. In particular, we deal with faults which result in
deterioration of operation as distinct from actual failure—a situ-
ation known to occur frequently in practice. Conflicts between
qualitative values of the controller states as actually observed and
those expected—as derived from the measured qualitative tem-
perature staies—provide evidence of such faults,

This article describes a technique for analyzing the symptoms -

expected to result from given faults, and by applying this ap-
proach to known faults, a rule-table can be compiled to aid
diagnosis.

An earlier version of this article was presented at the 3rd IEEE
Conference on Control Applications, Strathclyde Universiry, Glas-
gow, Aug. 24-26, 1994, Three of the authors, A.S. Glass, P. Gruber
and J. Todtli, are with Landis & Gyr Corp., CH-6301 Zug, Switzer-
land. M. Roos is with the Institute for Structural Engineering, Swiss
Federal Institute of Technology, CH-8193 Ziirich, Switzerland. The
research described in this article was partially funded by the Swiss
Federal Energy Office (Bundesamt fiir Energiewirtschaft) and the
Swiss National Foundation (Schweizerische Nationalfonds), 1o
whom we are gratefully indebted.
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Fig. 1. The simplified reference air-handling system.

The qualitative detection method described presupposes the
temperatures and control settings of the central air handling unit
(CAHU) 1o be quasi-stationary. Consequently a class of proto-
type steady-state detectors has been developed and implemented
in a fault detection system in the simulation model. Furthermore,
it has been tested on a laboratory heating, ventilation, and air-
conditioning plant (HVAC plant). A theoretical analysis of the
threshold problem for various designs of a steady-state detector
(55D) is discussed by Todtli and Gruber [3].

Description of the Test System

Simulation tests have been carried out using a SIMULINK
mode] of a simplified variable air-volume system (VAV system)
based on the Annex 25 reference air-handling system described
by Kelly [4] (SIMULINK is a computer simulation environment,
part of the MATLAB software package supplied by The Math-
Works Inc.). The system comprises a controlled central air-han-
dling unit supplying air to three independently controlled zones
with differing loads. Both the reference system and the simplified
version are described in more detail in Fornera et al. [1,5]. We
summarize the components and control strategy of the simplified
system below.

The Component System
The overall system under test is iltustrated inFig. 1. It consists
of a central air-handling unit, depicted in Fig. 2, supplying air to
a number of separately controlled zones. The CAHU comprises
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a bypass mixer and a heating coil followed by a cooling coil in
a single air duct. The bypass dampers are contrelled to provide
amixture of outside air and recirculated air; the amount of outside
air may vary between 20% and 100% of the maximum airflow
through the CAHU. The air for each of the three zones is
processed through a VAV box containing a damper and a reheat-
ing coil. The airflow to ¢ach zone as regulated by the damper
may vary between 40% and 100% of the specified maximum. In
point of fact, the maximum flow from the CAHU is not sufficient
to provide maximum flows through all three zones simultane-
ously, so limiting effects can be expected to occur.

The system illustrated differs from standard North American
practice in not including dehumidification of the cooling coil.
However, the qualitative fault detection technique described
below can also be applied to some such systems.

The Control Strategy of the System

Three controllers share the task of regulating the fans, damp-
ers, heating coils, and cooling coils 5o as to attain the required
temperatures and airflows in each of the three zones. Referring
to Fig. 1, Controller C; regulates the CAHU and attempts to
maintain the supply air temperature Ts atits set point by operating
the preheating coil, dampers, and cooling coil in sequence,
Controller C;, which regulates a single zone, attempts to maintain
the zone temperature Tz at its set point by operating in sequence
the damper and reheating coil in the VAV box. The third controller
is an idealized *“flow control” governing the airflow through the
CAHU and the various zones. It ensures that the flows m

z
m,, ,and 11'113 meet the requirements set by the zone conrroller

C2, provided the resulting total airflow m through the CAHU
does not exceed its specified maximum, If the CAHU airflow
maximum is reached, the total flow is shared among the three
zones in proportion to their respective requirements.

The Central Air-Handling Unit

The fault detection methods described below are applied
specifically to the CAHU, As menticned above, its task is to
supply air at a controlled, fixed temperature Ts by operating the
preheating coil, dampers, and cooling coil in sequence. The
corresponding outputs of Controller C; are denoted Uy, Up, and
Ug, respectively. The controller also includes an economy con-
trol feature, in which the control action on the bypass is reversed
whenever the outside air temperature Toa exceeds the retumn air
temperature,

As mentioned, this system does not provide for dehumidifi-
cation. If, however, the temperature control in such a system
operates as described above, and the humidity control only
operates while the cooling coil is in operation, then the fault
detection method described below can be applied.

The overall system, including the zones, affect the CAHU
indirectly. The VAV boxes, acting in response to any loads in the
zones, determine overall air flow m, while the return air tem-
perature Tr results from mixing the air extracted from the zones.
Thus, controller C; must respond to three quantities over which
ithasnocontrol, Toa. Tr, and m, which can be formally regarded
as disturbances in this control loop.

The Qualitative Model-Based Fault Detection Method

The detection method described below involves reducing
measured controller outputs to qualitative values and at the same
time using temperature measurements to predict expected quali-
tative controller outputs in steady state. This procedure necessi-
tates reliable sready-srate detection. Although we classify faults
in terms of observed discrepancies using rule tabies, such rules
are derived analytically from the models as distinct from empiri-
cal data. Thus our fault detection method incorporates a model-
based approach.

The Fault Detection and Diagnosis Strategy

The current fault-detection strategy relies on analyzing the
steady-state behavior of the system, including controls. Our
objective has been to identify qualitative modeling methods that
can lead 1o successful fault detection and diagnosis procedures
(FDD procedures).

Qualitative models are investigated because, even if conven-
tional quantitative mathematical models are available for the
systermn components, it is frequently impracticable if not impos-
sible 1o obtain all of the relevant physical parameters of the
system. Thus FDD methods based on qualitative models are
pariicularly robus:, Obviously, there is a radeoff in that the same
methods are often less sensitive and therefore may not be able to
detect faults in all operating states of the system. Furthermore,
they may not be able to discriminate between different types of
fault. One of the goals of this work was to assess the circum-
stances under which it is possible to detect given faults in a
CAHU using qualitative information.

The strategy adopted corresponds to the general scheme
described in Formnera et al. f1}. The overall structure of such a
qualitative model-based fault detector is shown in Fig. 3. This
conforms to the structure of the so-called general diagnostic
engine (de Kleer & Williams [6], Dexter & Glass [7]). The fault
detector models we consider are also related to the generic FDD
scheme proposed by Rossi and Braun [8].

From the cenrral air-handling unit the measured values of the
temperatures Toa, TR, Ts and the control variables Un, Up, Ug
are obtained and fed into the first stage of the analog pre-proces-
sor, which serves to test whether the system is in steady state.
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Fig. 2. The central air-handling unit.
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Fig. 3. The qualitative model-based fault-detection strategy.

Referring to the left half of Fig. 3, the controller outputs are
converted to qualitative values Uy, Ug, and Ug. In the right
half of the figure, the temperature data is input to a model-based
predictor which outputs ﬁg l:l%, and U2, the expected quali-
tative controller states under steady-state conditions. The quali-

tative values of the outputs of the transformation and predictor
blocks are chosen from the following sets:

In point of fact. the method involves guantitative pre-proc-
essing of temperature data, but particuiar stationary states are
identified in which the gualitative settings of the control signals
(*minimum,” “maximum,” or “between”) betray the presence of
faults. This differs from the type of purely qualitative formalism
in which, for instance, al/ physical quantities, such as tempera-
tures, etc., are strictly described in terms of intervals,

Transition States of the CAHU Controller

The strategy hinges on analyzing the transition states of the
sequential controller regulating the CAHU. One transition occurs
when the controller switches from operating the heating coil to
operating the bypass dampers; a similar transition occurs when
the controller switches from the bypass dampers to the cooling
coil. A third transition occurs when the controller switches into
economy mode and reverses the direction in which the dampers
are operated. These transitions correspond to the idea of land-
marks used in some approaches to qualitative physics (Kuipers,
[9,10,11]; Dexter & Glass, [7]). Landmarks are physical values
of special significance. For example, freezing and boiling tem-
peratures can serve as landmarks because phase transitions occur.

The values taken by qualitative variables can either be on one
of the landmarks themselves or in an interval between two
landmarks. In our case, neglecting the issue of economy control
for the time being, we identify five qualitative values of the
CAHU controller states, depicted in Table 1.

An equivalent classification occurs when the system goes into
economy mode, the only difference being that ymax and ¥min
should be interchanged in the above table.

The two landmark controller transition states can be simply
reiated to corresponding critical temperatures., Given a particular
flow rh, supply air temperature Ts and return air temperature Tg,

critical values of the outside air temperatures, TéCA” and TS,

can be calculated corresponding to controiler states (4) and (2)

'Ug & {CLO,NCLO), Table 1. Qualitative States of the CAHU Sequential Controller
UR e {MINO.BETW, MAXO)}, Qualitative Controller State Controller outputs to .
Ug € {CLO,NCLO}, %)) Heating Coil | Bypass Dampers Cooling Coil
1. The controller output sets the out-| Uy > 0 Ub = %min Uc=0
R side-air dampers at minimum. the
UR e {CLO.NCLO}, cooling coil off, and the heating coil
U8 € {MINO,BETW. MAXO}, on.
ﬁg e {CLO,NCLO}, @) 2. Landmark state: transition between| Un =0 Up = Xmin uc=>90
; heating coil operation and bypass
where the linguistic mnemonics damper operation.
“CLO,” “NCLO,” “MINO,)” 3. The controiler output sets the by-| Uy =0 Ymin <UD, UD < ¥max| Uc =0
“MAXO0,” and “BETW” stand for pass dampers somewhere between
“closed,” “not closed,” “maximally their extreme values.
open, ’”“mmlm‘ally open,” and “be- 4, Landmark state; transition between| Uy=0 Up = Ymax Ug=0
tween,” respectively. . bypass damper operation and cooling
. Faults are detected on the basis of coil operation.
discrepancies between the measured
qualitative controller outputs and the | 5. The controller output sets the out-| Un =0 Up = Xmax uc=0
corresponding model-based predic- | Side-air dampers at maximum, the
tions based on temperature measure- | eating coil off. and the cooling coil
ments. on.
August 1993
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Fig. 4. Graphical representation of CAHU controller operating
regimes in terms of steady-state temperature conditions.

respectively. Outside air temperatures are then classified quali-
tatively, according to whether they are on or somewhere between
the critical temperatures.

Steady-State Behavior

To illustrate the relevant steady-state conditions which may
occur we consider a plot of Tr - Ts vs. Toa -Ts as depicted in
Fig. 4.

In order to optimize energy consumption, the controller must
attempt to mix the outside air and the retum air so as to ensure
that the temperature Tm of the mixed air is as close as possible
to the supply air set-point temperature. If the fraction of outside
air in the mix is given by y, the temperature of the mixed air is
given by

Tm=3Toa+ {1 -x)Tr, (3)
where y is constrained between a specified minimum ¥ min and
maximum Ymax.

O<Ymin€Y <Xmax<1 4)

In our case, Ymin= 0.2 and ¥max= 1.0

Combinations of Toa and Tr yielding a given mixed air
temperature correspond to straight lines in this representation.
Combinations in which Tm = Ts are straight lines through the

origin. However, in view of the constraints imposed on 7y, only
those lines with slopes between

Xmax

1- X max

and X min

1 =X min (5)

correspond to situations in which the supply temperature can be
achieved by operating just the dampers. Otherwise, depending

206

on whether or not Toa £ Tr and Ts < Tr, the optimal damper
setting will correspond tO Xmin OT Ymax.

The various regimes are depicted in the diagram. The line
Toa=Tr determines when the economy control feature should
switch ¥ from Ymin t0 ¥max or vice versa. The unshaded regions
are those in which it is only necessary to operate the dampers to
achieve the desired effect. The shaded regions in the upper right
sectors require cooling, with 3 = Xmax, if TOAS TR, OF % = ¥min
otherwise. Similarty, the shaded regions in the lower left sectors
require heating, with ¥ = ¥ min if Toa < TR, 0 % = ¥maxotherwise.
We summarize the six operating regimes in Table 2 (the number-
ing of the operating regimes differs from that used in Fornera et
al. (1993) & Glass (1993)).

As previously noted, the above analysis aiso applies to air-
handling units which incorporate dehumidification in the cooling
mode, provided humidity control is subservient to temperature
control and the dehumidifier can only be operated while the
cooling coil is active.

Temperature States Corresponding to Controller Transitions

To ensure that a fault detection strategy using controller
landmark values functions correctly, the temperature states cor-
responding to the landmark values must be modeled accurately.
Indeed, this aspect of the analysis involves guantitarive model-
ing. However, the models used are sufficiently simple that the
method as a whole may be considered qualitative,

For the sake of simplicity we shall assume that Toa < Tr and
constder only the first three operating regimes from Table 2. The
first transition we consider occurs when the controller switches
between cooling and operating the bypass dampers. The second
occurs when the controller switches between operating the damp-
ers and heating.

Under steady state conditions the first transition occurs when
the mixed air temperature exactly matches the supply air tem-
perature for damper settings with maximum outside air. The
second transition point occurs in the corresponding situation
when the dampers are set for minimum outside air,

Ts = YmaxT 0a + (1 -xmad TR (6)
or
Ts = zminToa + (1 -min Tk . N
The corresponding critical outside air temperatures are:
(e _ Ts—{1— Xmax) TR
oA~ '
X max 6y
or
e Ts- (1= Xmin) TR
oA ~ .
Xmin (9)

For general values of Y min and )max these temperatures are
time-varying quantities depending on the current retumn air tem-
perature; the supply temperature itself may reasonably be re-
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placed by the corresponding set point. However, in our examples,
since Ymax = 1.0, the first critical temperature reduces to

Cl
Toa =T (10)
which is the situation discussed in Examples 1 and 3 of the fault
detectors described in Fornera et al. [1,5].

We summarize the qualitative temperature states in Table 3.
To take the effect of economy mode operation into account, we
note that the direction of damper operation reverses whenever
Toa=Tr. We label the extreme damper settings by the symbolic
values ¥1 and ¥z, in which %1 is the damper setting at the
controller transition to cooler operation and 2 is the damper
setting at the transition to heater operation. When Toa € Tr (the
normal situation), they correspond 1o Ymin and ¥max as given
above

X1 = Ymax. %2 =Xmin . (1)

If Toa > Tr, however {economy mode), the direction of
damper operation is reversed, and
(12)

Xt =Xmin, X2 =X max -

Detecting Fauits

In order to predict the observable qualitative discrepancies
which allow faults to be detected, it is necessary to analyze
relevant fault models in more detaii.

For singie faults, rales can be derived as to what qualitative
discrepancies (between temperature states and controller states)
will be observed under what circumstances. Whenever a fauit is
detected, it can be matched to a table of such rules to generate a
list of possible candidate faulrs compatible with the observed
discrepancy, thereby furnishing a partial fauir diagnosis.

We consider the behavior of a CAHU in which the operating
ranges of the three components—bypass, heating coil, cooling
coil—be constrained to less than their full range (bypass 20% to
100% of flow), heating and cooling coils (0% to 100% of heat
transfer capacity). This simulates a typical class of faults in which
dampers or valves suffer partial mechanical blockage. In addi-
tion, the analysis described below can be extended to sensor
offsets, etc.
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The objective is to identify such faults by observing only
whether the control signals are maximum, minimum, or simply
somewhere in between. In particular, we consider what happens
when such faults occur sirgly.

To analyze graphically what discrepancies are to be expected
when faults occur, it is useful to develop an altemnative repre-
sentation to Fig. 3. Fig. 3 subdivides a two dimensional repre-
sentation of the three relevant temperatures, Toa. Tr, and Ts, into
regions corresponding to heating, damper operation, and cooling.
In the alternative representation we plot one of the temperatures
directly against the controller state.

In Fig. 5 the three CAHU controller outputs are depicted
graphically in terms of a single PI controller state v. In the
following figures v is used to furnish a one-dimensional descrip-
tion of the (quantitative) controller state.

To obtain a one-dimensional representation of temperature, it
is convenient to assume Tr, Ts, and  to be constant and to plot
the controller variable v against Toa, as depicted in Fig. 6. The
characteristic curve shown in this diagram is based on the as-
sumption that the temperatures, the flow, and the conmoller
outputs are in steady state.
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Fig. 6. Characteristic curve of Tpa vs. controller state.

The characteristic curves shown are indeed qualitative in
nature. Neither the heating nor the cooling curve can be calcu-
lated without having a reasonably sophisticated guantitative
model of the thermal effects taking place. By the same token,
calculating the damper curves requires knowing the pneumatic
response of the air flow to particular angular settings of the
dampers and fan pressures. In general, this characteristic curve
is monotonically increasing (between maximum heating and
maximum cooling), but in the absence of an adequate quantita-
tive model its slope is unknown.

In contrast, the transition points, illustrated by twodots L1 and
L2 in the diagram culate. Strictly speaking, the critical tempera-
ture corresponding to the minimal damper setting will only be
known accurately if the CAHU is indeed able to maintain its
minimum outside air specification exactly.

It may be noted that a kink appears in the cooling mode curve.
This corresponds to the transition to the economy mode: the
increased slope results from the increased efficiency of cooling
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when the quantity of warm outside air is reduced. This suggests
introducing a rhird controller landmark corresponding to econ-
omy control switching. The corresponding temperature is Toa =
TR, as shown in Fig. 7.

However, for the sake of simplicity, we omit further discus-
sion of the economy mode switching for the time being.

A benefit of this qualitative approach is that it can be applied
without significant modification to related central air-handling
units. If the temperature control strategy of a CAHU is as
described above, and, in addition, dehumidification may occur
during cooling, this merely has the effect of reducing the effi-
ciency of cooling (in terms of energy expended to achieve a given
temperature drop), and therefore reduces the slope of the right-
hand curve segment in Fig. 6, but does not alter the positions of
the “landmarks” Lj and L2. If, on the other hand, humidity control
is autonomous, then the position of the transition L) (if not both)
will shift, and the above analysis will no longer apply without
modification.

In another variant of the above system, the bypass mixers can
be replaced by a heat recovery wheel. The control strategy of
such a systemn is analogous; assuming Toa < Tr, whenthe cooling
coil is operating, both the heat recovery wheel and the heating
coil are switched off. When the heating coil is operating, the
cooling coil is switched off and the heat recovery wheel is
operating at maximum capacity.

When a known fault is present, it can be modeled qualitatively
in terms of the above characteristic curves. An example is illus-
trated in Fig. 8, in which the heating coil valve cannot close
completely, but otherwise operates normally. For cold outside air
temperatures, when substantial heating may be required, the
characteristic curve is normal. However, for controller states to
the right of the threshold at which valve blockage occurs, the
same minimal amount of heat continues to be delivered. and so
the characteristic curve remains flat (at the temperature corre-
sponding to that threshold heating setting) until the transition to
damper operation is reached. Thereafter, remaining characteristic
curve segments are the same with respect to the modified transi-
tion point L5 .
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To illustrate the
qualitative discrep-

Table 3. Qualitative Temperature States

ancies which may
occur, two parallel

Quahitative Temperature State in Terms of Toa

Qualitative Temperature State in Terms of Ts

iaxcs for the contrpl- 1. Toa < Tc()iz) Ts > x2Toa + (1 - x2)Tr
er state are in-
cluded: one for the 2. Toa = giz) Ts = x2Toa + (1 - x2)TR

expected behavior,

and one for the ob- 3.

(c2) {C1)
served behavior. Toa' <Toa <Ton

K1Toa +{1-x0Tr<Ts; Ts<y2Toa + (1 - x2)Tr

The observed be-

1
havior corresponds TéA)

Toa =

Ts=x1Toa+(1-x1)Tr

to that illustrated in

Fig. 6. The five ob- )

Toa > Tgr

Ts <1 Toa + (1 - x1)Tr

served. gualitative
states of the controller are indicated on the upper v-axis in the
diagram. States 2 and 4 correspond to the transitions (landmark
values) themselves.

The predicted qualitative controller states are obtained by
determining the controller values on the modified curve which

and TG,
The corresponding values have been projected onto the lower
v-axis in the diagram. Comparing the two axes shows that two
temperature ranges exist for which qualitative discrepancies will
be apparent.

The detectability of the fault in this example is summarized
in Table 4. It can be seen that for both temperatures at the
landmark transition points, as well as in intervals below these
values, the fault can be detected.

correspond to the two transition temperatures Tg;”

(€n
oA

(and Toa £ Tr) we expect the intake of cutside air to be maximal
and both the heating and cooling coils to be switched off. If either
the heating coil fails to switch off completely or if the bypass
mixer takes in less than the specified maximum proportion of
outside air, the controller will switch on the cooling coil to

Similar behavior occurs for other faults. When Tp, =

compensate. Conversely, if the cooler fails to switch off, the
controller will compensate by operating the dampers and heaters
in sequence.

The situation when more than one fault occurs simultaneously
is more complex, but can be analyzed by repeated application of
the technique described graphically in Fig. 8. When

Toas = Téil) (and Toa < Tr) and both the dampers fait to open

fully and the heating coil fails to switch off completely, compen-
satory cooling will resuit. However, if both heating and cooling
coils cannot switch off completely, the net effect could be either
one of cooling or heating, and so the symptoms cannot be
predicted without further, quantitative information. The same is
true for the cooling-coil fault in combination with the bypass
fault, as well as for all three faults in combination. When

c2
Tos = TéA )

switching off completely and the bypass failing to close down to
%min will lead to compensatery heating. The symptom resulting
from any other combination of this group of faults is unpre-
dictable.

the effect of combination of the cooling coil not

Table 4. Detectability of Heater Valve That Cannot Close Completely
Steady-state configuration Fault-free behavior Symptom when heater cannot
switch off completely
1{a) Toa << T((jiz] Un>>0,Up=y%2 Uc=0
1(b) T0A<T§,ﬁ2} Un>0Up=y%2;Uc=0 Un=0crUp>y20r Uc>0
2. Toa= Tgiz) Un=0,Up=y2Uc=0 Up>yzorUc>0
3(a) T(()iz) <Toa: Toa << T{(}iﬂ Un=0.72<Up<<y: Uc=0
3(b) Tc()iE) <<T0A;TOA<T<§\1) Un=0;42<<Up<y;Uc=0 | Up=g10r Uc>0
4, Toa= ({;‘1) Uny=0;Up=%1;Uc=0 Uc>0
5(a) Toa > TS Un=0:Up=x1;Uc>0
5(b) Toa >> TG Un=0:Up=%1:Uc>>0
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Steady-State Detection

A prototype steady-state detector has been implemented in
SIMULINK. It has been both tested separately and incorporated
in the FDD module of the overall simulation model.

The separate tests have been carried out with generated data
comprising a mixture of step disturbances and both damped and
undamped sinusoidal oscillations. In addition, initial tests have
been carried cut on measured data from the new Grafenau
Building at Landis & Gyr’s headquarters in Zug, and, more
recently, on data generated from the Landis & Gyr HVAC testing
laboratory.

The prototype detector computes a geometrically weighted
running variance with respect to a geometrically weighted run-
ning average. An alternative would be to compute the variance
of data within a sliding time interval, but the former scheme has
been implemented because it has the advantage that the compu-
tations are recursive, requiring a minimum of memory. More-
over, it is sensitive in reacting promptly whenever the current
data depart from their steady-state values.

Denoting the sequence of data by

{x0, X1, X2, ..., Xn} {13)
the geometrically weighted average is defined
n
2 U.n_k Xy
Xo(o)= = ?, .
Yo'
x=0 (14)

where & is the (constant) geometric weighting factor (0 << 1).
The geometrically weighted variance can be formally defined
with a different weighting factor B (0 <B< 1%

s kﬁgﬁ“"‘(xk—in(u))z
Si{o.B)=== - .
Zﬁn—k

k=0

(15)
The above can be computed recursively in terms of the

running moments X\™(ct):

XM(a)= o (x )" ;
k=0 (16)

XIM0) = (xpt)" + X () amn

S(eB)= X1'(B) _2 X0(B) X(e) +[ X0(0) Jz .
(18)

xPp)  x0E)xP@ (| xOfe)

The variable x; is deemed to be in steady state whenever the
weighted deviation falls below a pre-determined threshold g [or,
equivalently, the variance falls below g2 ]

Sn(o,fB) €& (19)

The effect of using differing parameters ¢ and B can be
summarized in the equation:

SH(aB)=SEB.8)+(Ral)-%alB) . (20
In the simulation tests carried out, the geometrically weighted
variance has been used with a single parameter o = B. At the
moment, the merits of using differing weighting parameters are
not apparent.
The (single) parameter o can be related to an effective time
“window” of length 1gs by means of the weighted average '

Eak(km)
Tss = L=l
(21)

where At is the time increment between measurements. Thus

o= tSS ,
T +AL (22)
Tuning the SSD has involved adjusting both the threshold €ss
and the time window 1Tss. The latter is set to match the typical
relaxation times of the test system, and the former must be set
according to how much “noise” is to be tolerated when the system
is deemed to have reached a steady state. In the simulations and
laboratory tests, a hysteresis-type threshold was used to avoid
rapid fluctuations of the steady-state signal.
The questions of threshold settings and alternative steady-
state detector designs are discussed in fuller detail elsewhere
(Tédeli & Gruber [3]).

Simulation Tests

As reported previously (Glass, [2]), simulated tests were
carried out using the simulation program developed in
SIMULINK and incorporating discrete-time modules.

Tests of the steady-state detector itself, after initial tuning had
been carried out, yielded satisfactory results. When incorporated
into the simulation model of the reference air-handiing unit, the
steady states were flagged approximately where expected.

Running the full system inciuding diagnostic modules tuned
to the two steady-state configurations described above produced
the expected effects. After the system had started up (with
constant outdoor air temperatures and temperature set points), it
reached steady state after about 10 minutes, and if the operating
range of one of the components had been constrained, symptorns
were correctly flagged in accordance with Table 4.

The simulations aiso reveal the necessity of proper tuning
with regard to thresholds. For instance, whenever the steady-state
configuration of temperatures ought to result in the heating being
off and the dampers in minimum position, the controller outputs
in reality fluctuate around this transition poeint, and the heating
may sometimes be briefly switched on a small amount or the
dampers opened slightly. If the fault detector is not to be triggered
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A typical mn is illustrated in Fig. 10. The
upper graph illustrates the outdoor, return, and
supply-air temperatures Toa, TR, and Ts for a

2k
42 52 =
q/ @ 22
-—.7,

[EFRIRE 3]

Tazmum

@

duration of approximately 118 hours. The supply
temperature set point TSSP was deliberately kept
low (initially 16°C, later 12°C} in order to pro-
vide conditions in which the outdoor tempera-
ture was close to its upper critical value

(TOA :"Tg»:’kl)). At approximately 98 hours Toa
was boosted by means of the external air-han-
dling unitinorder to aveoid freezing temperatures
requiring operation of the frost-protection

T heater, and at the same time a higher TSSP was

chosen (18°C). The changes are evident in the
diagram. During this last phase a fault was intro-

Fig. 9. Schematic diagram of HVAC laboraiory air-handling unit.

triggered with false alarms, the thresholds must be set to tolerate
such “normal” departures from theoretical vatues.

Experimental Tests

Experimental tests were conducted on a laboratory air-han-
dling unit with two goals: first, to test the performance of the
steady-state detection method of the last section on data deriving
from realistic conditions, and second, to test the detection
method described previously.

The plant used was the air-handling unit in the Landis & Gyr
HVAC laboratory. illustrated schematically in Fig. 9. It differs
from the Annex 25 reference plant in supplying a single zone
with controlled constant air volume. In addition, the AHU is
equipped to control humidity. The laboratory is equipped to
modify the effective load in the zone as well as the

duced at approximately 102 hours: the cooling

coil was prevented from operating below 15%
of its maximum power. A small drop in Ts is evident in the
diagram at that point, but the main sequential controller ensured
that Ts was brought back to its set point of 18°C.

The lower graph in Fig. 10 iliustrates the results of filtering
the three temperatures with steady-state detectors. The top curve
is the binary (logical O or 1) output of the SSD acting on Toa,
the second curve the same for TR, and the third the same for Ts.
The boniom curve is the output showing when all three tempera-
tures are deemed to be simultaneously in steady state. All three
steady-state detectors were characterized by time constants Tsg
of 15 minutes and thresholds €55 of 0.1°C.

Fig. 11 illustrates the same data during the first 20 hours in
more detail. The top graph displays Toa, Tk, and Ts, as well as
the supply-air set-point temperature TSSP. The second graph

shows the corresponding controller outputs. The upper curve is

outside air temperature as may be required to achieve
desired experimental conditions: the former by simu-

Data set TQ7: Toa, Tr, Ts, Ts_SP

30
lating both heat gains and the thermal behavior of the

walls, and the latter via an additional air-handling unit
external to the one being tested.

. The laboratory AHU in Fig. 9 was operated so as to
matich the behavior of the CAHU illustrated in Fig. 2.
The supply-air temperature prior to the zone was con-

20

0
trolled using only the heating coil, the cooling coil, and [

Temperatwe [°C]
>
T

T T T T T-

Toa

. 1

the bypass mixer; dehumidification was switched off.
Experiments were carried out using both naturally
occurring outside-air temperatures as well as tempera-

H " L
20 40 60 80 100
t [hours]

Toa,Tr,Ts, or afl 3:in steady state? [T=15min.; T-dev.=0,1(deg.}|

tures raised by an approximately constant amount.
Plant data was captured via an especially developed

T

T ™ T T T

Toa §87

interface and recorded in a SIMULINK software envi-
ronment, to allow post-processing analysis with SSD
and FDD modules. Nevertheless, the special interface
would allow steady-state detection and fault detection
to be carried out on-line in real time.

L]

- D O

IAII S8? I

.. I I

Data were recorded for runs lasting between one 0
and five days. Faults of the type described graphically

T T TNy

20 B0 100
t {hours]

in Fig. 8 were simulated during part of some of the runs
by re-programming the operating ranges of subsidiary
controllers serving the individual component in ques-
tion.
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Fig. 10. Laboratory test: temperatures and steadv-siate detection during
approximately 120 hours’ operation. Top graph: Temperatures Toa, Tr, and
Ts. Bottom graph: Steady-state status of Toa. Tr, Ts. and all three
simultaneously



Data set TO7: Toa, Tr, Ts, Ts_SP

o
(5]

troller outputs. In terms of the classification schemes

T T T T T T T

[,

in Table 1 and Table 3, Controller State #1 and Tem-

(183
o
T

o

perature State #1 have been assigned a value of 2 and
Controller State #5 and Temperature State #5 a value
of 6; the other states have been assigned comresponding
integer values in between. The bottom curve is the

Temperature [°C}

-
o

e L

binary (logical 0 or 1) output of the fault-detection
module (remaining constant at zero, in this case).

10
1 [hours)
Contreller outputs

8

After about 16 hours both qualitative states are at
level 4 (i.e., State #3), meaning that the system is
regulating the supply temperature by using the

100%

dampers only. it may be noted that between hours 2
and 10 there is an almost constant discrepancy be-
tween the temperature state and the controller state:

108

10095

50
T

the controller is operating the cooling coil {mini-
mally) even though the outside-air temperature is
below the supply-air set point. However, no fault is
signaled, because there is only one short period

0%

when all three temperatures and the airflow rh are in

8 10
t{hours]

Data set 107: Toa, Tr, Ts, or all 3:in steady state? [T=15min.; T-dev.=0.1(deg.}]

20 | steady state, namely from approximately 6 to 6.5

hours. During this period the qualitative states of

T T T T T T T T

“ 1

T

-y

Toa S8°2

both the temperatures and the controller are in State
#4, s0 no discrepancy is registered.

Fig. 12 illustrates the same data as Fig. 10, but for

Tr 857

the last approximately 19 hours’ of operation of the
laboratory test run. The information incorporated in the

= 0O -0

four graphs correspends to that in Fig. 11. However, a
= significant difference between this pan of the labora-
tory test and that illustrated in Fig. 1] is that from

,
0 : : X ‘ J . ANSS?

10 12 18
t [hours]

Qual.T & C states; alarm [SSD pars.: T=15min.; T-dev.=0.1(deg.}]

14 16

approximately 101.5 hours on, the cooling coil was
constrained to operate at least 15% of its maximum
power.

20

CAHP Alarm

Although Tg, 2 TSSP unti] about 113.5 hours it is
evident that prior to approximately 101.5 hours Uc >
0, whereas afterwards, up to 102 hours, Up < ¥max and
then, after 102 hours, Uy > 0 for the remainder of the
run. During much of this perted, the system is deemed
to be in steady state, and, since the qualitative states of
the controller {“‘observations”) and the qualitative tem-

T T T T

10
1 [hours)

& 8 12

perature states (classified in terms of the expected

20 controller behavior: “‘predictions”) are incompatible, a

Fig. II. Laboratory test: temperatures, controller outputs, SSD & FDD
analysis when no faults present in system. Top graph: Temperatures Toa, Tr,

Ts, and TSSP .Second graph: Controller outputs Up, Up, and Uc. Third graph:
Steady-state status of Toa, Tr, Ts, and all three simultaneously. Bottom graph:
Qualitative temperature and controller states; CAHU fault-detection alarm

SIarus.

UH. the output to the heating coil {constantly at its minimum),
the middle curve is Up, the output to the bypass dampers (mostly
at maximum), and the lower curve is Uc, the output to the cooling
coil. For the sake of clarity, Uy and Up have been offset by 2.0
and 1.0 respectively in order to separate the curves.

The third graph depicts the results of steady-state testing of
the three temperatures (cf. lower graph of Fig. 10), and the
bottom graph depicts the results of qualitative fault-detection
analysis. The upper half of the graph shows the qualitative values
of the measured temperature states and the corresponding con-

fault is flagged.

The nature of the fault can be at least partially
diagnosed fromthe particularcombination of incom-
patiblequalitativestatesobserved.Itmayalsobenoted
thatinFig.12thefaultalarmandihethree-temperature
steady-state statusdonotcompletelycoincide. Thisis
because the FDD module also includes a SSD for the
flow m (as measured by pressure differences). All
four quantities, TOA, TR, TS, and rit, must be
deemed to be in steady state for the fault detector to output an
alarm.

Generalization and Applicability
Classifying the examples from Fomera et al. [1] in terms of
transition points of the sequential controller lends this class of
faults generic character, which ought to facilitate its generaliza-
tion to other systems. However a feature of the faults considered
is that the transitions occur at the ends of the operating range of
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the bypass dampers, in which the relevant quantitative models
are comparaiively simple and reliable. In other words, the effects
of adjusting the dampers is highly predictable. If one attempts to
apply the same idea to the VAV boxes, for instance, one comes
up against the obstacle that the loads in the zones are not
predictable in practice, which makes determination of the con-
ditions for transition more difficult.

On the other hand, the ideas applied to the CAHU in the
reference AHU should, in principle, be applicable to other types
of CAHU, provided a sequential control strategy is used which
involves similarly predictable transitions.

The concept described ought to be implementable in practice.
Simulations with the FDD module incorporating operating on
time-discrete signals appear to be sufficiently fast to allow them
to be used on-line with operating HVAC systems. The memory
requirement is in any case trivial.

Amore serious question is the applicability of methods which
require steady states to be achieved which may not occur in the
course of normal operation. This would mean that the test would
have to be used as part of a program of active testing (HVAC
building tests during night-time, for instance) as opposed to a
pure monitering function.

Data set T07: Toa, Tr, Ts, Ts_SP

Conclusions and Qutlook

The fault detection strategy considered here detecis
. faults in a central air-handling unit by analyzing certain
steady states of the plant (or a subsystem of the plant)
in terms of qualitative criteria. In the overall FDD

strategy, however, at least some quantitative pre-proc-
i essing of data is required. The behavior of the fault
detection system implemented in the simulation pro-

gram was as expected. Symptoms arising from single
faults can be detected. If multiple faults are assumed,
the expected qualitative symptoms are, in general, not

uniquely determined.
Initial results of the HVAC laboratory tests verified

the fault-detection method experimentally. Steady-
state conditions of the system as a whole—and the

outside-air temperature in particular—were observed
for a sufficient length of time during the divmal cycle

to allow faults to be detected qualitatively, Yet to be

24 T T i T T t r T T
Tr

§22{.
520[ Toa 7
[
§1a A
*“—'16!

14[ Il 4, i 1 H 1 1 1 _ 1

100 102 104 106 108 110 112 114 116 118
t [hours]
Controller outputs
1000&';. S A, LR R L S
Uh
1084’;‘.1 . e e e e e e e e et e e s e e e d
i/_\ ug

2

o IlIICIIIDIIICIIIIiIITiIiIIIIIoiinIiiIiiic
Lc
Ou'/e L 1 1 1 1 1 Ll A, - 1
100 102 104 106 108 110 112 114 116 18
t [hours]

investigated is the question as to just how big a fault
needs to be before it can be detected by the above
qualitative method.

Data set T07: Toa, T, Ts, or all 3:in steady state? [T=15min.; T-dev.=0.1(deq.}]

Future work will also be concerned with investigat-
ing the applicability of the above methods to other

HVAC systems. Attention will also be given to linking
knowledge derived from the comparative qualitative

analysis of two (or more) different sieady states. Fi-
nally, the possibility of applying qualitative methods
to the analysis of transient behavior (cf. work by Koch
[12]) or to other non-steady-state situations needs to be

o Alss? ) o o
i00 102 104 106 108 110 112 114 116
t [hours]

Qual. T & C states; alarm [SSD pars.: T=15min.; T-gev.=0.1(deg.}}

investigated.
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Abstract. A qualitative approach for detecting faults or sub-optimal operation in a class of
heating, ventilation and air-conditioning systems is presented. In particular, qualitative
models are used to describe the steady-state operation of a controlled central air-handling
plant. Included among the variants of the underlying fault-detection approach considered is
one using a model-based predictor in a logical programming environment. The predictions
of the qualitative steady-state models are compared with numerical simulations of the

dynamical system behaviour.

Key Words. heating ventilation and air-conditioning (HVAC}), central air-handling unit,
fault detection and diagnosis, qualitative modelling, logical programming.

1. INTRODUCTION

This paper considers the feasibility of a qualitative
approach for diagnosing a class of faults in a variable
air-volume air-handling system. This paper reports
the results of some preliminary investigations making
use of logical programming methods (Fornera, et al.,
1993, 1994).

The system considered is a simplified version of the
LE.A. Annex 25 | reference air-handling system
described by Kelly (1993). The paper deals with
some illustrative faults of the central air-handling
plant which result in deterioration of operation, as
distinct from actual failure — indeed, some of the

1 [EA. is an abbreviation for the International Energy Agency.
Annex 25 is part of the L.E.A. programme, “Energy
Conservation in Buildings and Community Systems™; and is
specifically concerned with “Real-time simulation of HVAC
systems for building optimisation, fault detection and
diagnosis™.
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faults chosen reflect situations known to occur
frequently in practice.

The investigations described here comprise
simulation of the air-handling system, with and
without faults, an analysis of the faults considered in
terms of qualitative models, and testing the models'
predictions within a PROLOG logical programming
environment.

In what follows, Section 2 describes the system being
modelled, as well as the simulation methods
employed. In Section 3 the relevant features of the
steady-state behaviour of the CAHP system are
discussed.  Section 4 deals with the detectors
themselves, including some relevant examples.
Finally, conclusions and the outlook for future work
are presented in Section 5. The results of the
quantitative simulations are included in the
appendices.
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2, DESCRIPTION OF THE AIR-HANDLING
SYSTEM

2.1 The reference system

These investigations have concentrated on the central
air-handling plant (“CAHP") of a simplified system
based on the IL.E.A. Annex 25 reference system
described by Kelly (1993). The reference system —
with a slightly different notation from that used by
Kelly - is depicted in Figure 1.

The central unit comprises a bypass mixer and a
heating coil followed by a cooling coil in a single air
channel. The bypass dampers are contolled to
provide a mixture of outside air and recirculated air;
the amount of outside air may vary between 20% of
the maximum airflow through the CAHP and 100%.
The air for each of the three zones is processed
through a wvariable air volume (*VAV™) box
containing a damper and a re-heating coil. The
airflow to each zone as regulated by the damper may
vary between 40% and 100% of the specified
maximum. In point of fact, the maximum flow from
the CAHP is not sufficient to provide maximum flows
through all three zones simultaneously, so limiting
effects could occur.

Five controllers share the task of regulating the fans,
dampers, heating coils and cooling coils s0 as to
attain the required temperatures and airflows in each
of the three zones. Referring to Figure 1, Controller
C,. which mainly regulates the CAHP, attempts to
maintain the supply air temperature Tg at its set point
by operating the preheating coil, dampers and cooling
coil in sequence. Controller C,, which regulates a
single zone, attempts t0 maintain the zone
temperature T, at its set point by operating in
sequence the damper and re-heating coil in the VAV
box. Controllers C; and C, regulate the airflow
through the CAHP: C, attempts to maintain the
pressure Py in the main supply air duct at jts set
point, and C, controls the return fan airflow rate so
as to ensure that the difference g —mg between
the return and supply airflow rates is a fixed, positive

a otation used
Corresp. Symbol

Quanti Symbol [Units] in Kelly (1993)
Outdoor air temperature T, [°C] T1
Supply air temperature T, [°C] T3
Retum air temperaure T, [°C] T2
Zone temperature T, [°C] Té
Supply airflow rate g [kg/s] F1 (vl fowrae)
Retum airflow rate my [kgfs] F2 (vwlfowrae)
Airflow rate to zone iy [kg/s] VP (vl fowrze)
Pressurein supply duct P; [kg/s] SP

T
[T LS | it
- o &l =0
T, =
s L..__' L e [T g
Y » ] =
D T | e
5 11 ; :-E. f’ -l-I -
! r——"——ﬂ 11-:' o bl VAV Ba
It . |y T e el ~
§- )30 -
[T [ L=
r =) Fm
3 0
' %
ol =l I::: U »

Fig. 1. The LE.A. Annex 25 standard air-handling
system

amount.

Controller C, actually consists of two cascaded
controllers: the main zone controller atempts to
maintain the zone temperature T, at its set point by
acting in sequence on the reheater coil and a
secondary controller, to which it supplies the zone
air-flow set point. The secondary controller attempts
to maintain the zone air flow at that set-point value,

The discriminator 1), receives information from the
various zone controllers C, and determines the
highest supply air temperature set-point in a fixed
range (13.9°C-18.3°C) compatible with ensuring that
the demands of all the zones can be met.

2.2 The simplified system

The system that has been modelled thus far differs
from the reference system in a number of points.
First and foremost, for reasons of tractability, neither
the component models nor the control strategies have
yet been implemented in full detail. Besides that,
there are some minor differences in the details of the
control strategies used.

The modified system is illustrated in Figure 2. It
differs from the reference system with regard 1o the
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Fig. 2. The Simplified System
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following points:

1.

All heating coils and cooling coils omit the actual
physical heat exchange between the air and the
hot water or coolant. The effect on the air of a
prescribed heat transfer rate is modelled.

No reference to pressure is made in this model.
Simulation models for pressure-dependent
airflows have been developed, but have not yet
been integrated in the present system.

The difference between supply and return airfflows
is assumed to be 0 (rh =t = rhg). Air losses
through open windows, leakage, etc., are ignored.
The total airflow through the CAHP is assumed to
be the sum of the flows through the various zones.

m=m; +m; +mz . (4))]
Controllers C; and C, have been replaced by an

idealized “flow control” which ensures that the
flows mz , mz and m meet the requirements

set by the zone controller, subject to the limitation
that the resulting total airflow m through the
CAHP does not exceed a specified maximum.
Whenever the total demand exceeds this limit, the
maximum available flow is shared among the
three zones in proportion to the requirements set
by their respective controllers.

Discriminator D, has been omitted. At the

moment, the correct supply temperature set point
is assumed to be fixed. It is planned to add the
discriminator to future versions of the simulated
system.

Controller C,, the zone controller, does not
include the zone airflow among its inputs. It is
assumed that the zone airflow control operates
ideally so as t0 maintain the zone airflow at its
prescribed value m, as described in Point 4

above. In its current implementation, however, it
includes an economy mode feature not prescribed
in the reference system, and therefore takes the
supply air temperature into account.

Controller C,, the CAHP controller, functions
similarly to its reference system counterpart
except for the fact that the supply air temperature
set point is presumed constant (as mentioned in 5,
above) and except for the differences in control
strategy mentioned below,

When Controller C, operates the dampers in the
bypass mixer, the minimal proportion of outside
air is 20% of the current total flow, whereas the
reference system sets a minimum of 20% of the
maximum  flow. The reference system
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specification will be implemented in future
versions.

9. In this implementation of the economy control,
reversing the direction of operating the bypass
dampers occurs when the outside air temperature
Toa matches the rerurn air temperature Ty, rather
than the fixed value of 22.2°C as proposed in the
reference system specifications.

2.3 Simulation

For the preliminary investigations, the layout shown
in Figure 2 was simulated on an Apple® Macintosh®
Ifx computer using the MATLAB™/SIMULINK™

applications software package. The simulation
program was used to investigate the quantitative
dynamic behaviour of the system under the various
fault conditions discussed in the following sections.

In addition, a MATLAB™ program was developed to
investigate the steady-state behaviour of the system.
Such investigations are extremely useful in assessing
whether the specified design conditions can be met.
In this case, pending a working simulation model of
the discriminator D, such analyses were helpful in
deciding what supply temperature set-points would
ensure correct operation of the system in given
situations.

3. THE STEADY-STATE BEHAVIQUR OF THE
SYSTEM

Consider the operating regimes of the CAHP
controller C, under steady-state conditions. In order

to optimize energy consumption, the controller
attempts to mix the outside air and the return air so as
to ensure that the temperature T,, of the mixed air is
as close as possible to the supply air set-point
temperature. If the fraction of outside air in the mix
is given by %, the temperature of the mixed air is
given by

Ty = XToa "'(1‘ Z)TR-

where ¥ is constrained between a specified minimum
% and maximum ¥

(2)

0<%t SAS Amax S 1. 3)

In this case, ¥, = 0.2 and ¥, =1.0.

Since it is the temperature difference between T,, and
Tg that is crucial, the various situations that may
occur can be visualized in terms of a graphical
representation with axes T, - Tg and T - Ts as
depicted in Figure 3.
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Fig. 3. Graphical representation of CAHP controller
operating regimes in terms of steady-state
temperature conditions.

Combinations of T,,, and T, yielding a given mixed
air temperature correspond to straight lines in this
representation. Combinations in which T,, = T; are
straight lines through the origin. However, in view
of the constraints imposed on y, only those lines
with slopes between

xmn and Xmin (4)
I- Lmex 1- X in

correspond to situations in which the supply
temperature can be achieved by operating just the
dampers. Otherwise, depending on whether or not
Tos < Ty and Tg < T, the optimal damper setting
will correspond to %, OF X, -

The various regimes are depicted in the diagram.
The line T,, = Ty determines when ¥ should be
switched from ¥,.;, t0 %n.. OF vice versa. The white
regions are those in which it is only necessary to
operate the dampers to achieve the desired effect,
The shaded regions in the upper right sectors require
cooling, with x =y, if Ty, < Ty, or X = X

otherwise. Similarly, the shaded regions in the lower
left sectors require heating, with =y, , if
Toa S Tg,0r £ = Xy Otherwise, The six operating
regimes can be summarized as foliows:

1. Ty, STy and T,, comparatively low: dampers
set for minimal outside air and controller operates
heating coil.

2. Tos Ty and T,, = Tg can be achieved within
the operating range of the bypass dampers:
heating and cooling switched off and controller
opetates dampers.

3. Tos < Ty and T, comparatively high: dampers
set for maximal outside air and controller operates
cooling coil.

4. Ty, > Ty and T,, comparatively high: dampers
set for minimal outside air and controller operates
cooling coil.

5. Top > Ty and Ty, = T, can be achieved within
the operating range of the bypass dampers:
heating and cooling switched off and controller
operates dampers.

6. To, > Ty and T,, comparatively low: dampers
set for maximal outside air and controler operates
heating coil.

However, Cases 5 and 6 above can normally be ruled
out. Since VAV boxes are not equipped with cooling
coils, the only cooling effects in the zones are
thermal losses when either the outside air is cold or
the walls are cold. Thus, in steady-state situations, it
would only be expected that T, < T, would occur if
the outside temperature is sufficiently cold - i.e. that
Toa < Ty. In fact, barring transient effects (taking
the complete system into account), no temperature
states may be expected to be found anywhere in the
lower right quadrant of Figure 3, so that the main
cases of interest are Cases 1 to 4, which correspond
to the four operating regimes prescribed for
Controller C, in the reference system (Kelly, 1993).

4. DESIGN OF QUALITATIVE FAULT
DETECTORS OF THE CENTRAL AIR-
HANDLING PLANT

4.1 General structure of the fault detector

The task of a fault detector is to recognize those
changes of transient or steady-state behaviour of the
air-handling system which arise from faults. The
types described here operate on the central air-
handling plant and are fault detectors in the strict
sense: they only detect the presence of faults, without
atternpting to diagnose possible causes. They are
particularly simple illustrative examples and are not
capable of localizing or diagnosing faults. Three
qualitative  model-based fault detectors are
considered. :

The overall structure of such a qualitative model-
based fault detector is shown in Figure 4. This
conforms to the structure of the so-called general
diagnostic engine (“GDE") {de Kleer and Williams,
1987; Dexter and Glass, 1993). The fault detector
models being considered are also related to the
generic fault detection and diagnosis (“FDD”)
scheme proposed by Rossi and Braun (1993).
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Fig. 4. A qualitative model-based fault detector.

From the central air-handling plant the observed
values of the temperatures T,,, Ty, Ts and the
control variables U, Up, U, are obtained and fed
into the detector, There they are used in the steady-
state detector which initializes both the
transformation of the quantitative control values U,
and Up, U, to qualitative values U, U§ and U
and, at the same time, the generation of the
corresponding predicted values 02, 02 and 02.

The qualitative values of the outputs of the
transformation and predictor blocks are chosen from
the following sets:

(U e{CLO,NCLO},
{UR e {MINO,BETW,MAXO}, 0]
LUg €{CLO,NCLO}.

(02 e{CLO,NCLO},
{02 e {MINO,BETW,MAXO}, (6)
Lflg e{CLO,NCLO}.

This corresponds to the idea of defining qualitative
values in terms of so-called “landmarks” (Kuipers,
1984, 1985, 1986; Dexter and Glass, 1993), the
landmarks in this case being provided by the extreme
settings of the various actusators in the CAHP.

The predictor block is based on a qualitative
prediction model of the plant to be supervised. The
steady-state behaviour of the central air-handling
plant is used as prediction model with the
temperatures T,,, T; and T as inputs and the
predicted control variables U2, U2 and U2 as the
outputs. The outputs of the transformation block and
the predictor are then compared and checked for
behavioural discrepancies, as can be seen in Figure 4.

-—
-
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Fig. 5. Graphical representation of predicted
qualitative actuator settings in terms of steady-
state temperature conditions.

The differences among the three detectors presented
here concern the predictor.

4,2 Fault Detector 1

The first type of fault detector uses the graphical
representation of Figure 3 as the prediction model.
For each temperature triple T,,, T, T; a point in
the plane of Figure 3 can be determined whose
location fully determines the qualitative outputs U2,
U2 and U2 of the predictor. Figure S shows how the
plane of the graphical representation of Figure 3 can
be partitioned into regions according to the predicted
actuator settings. Each region is labelled with the
qualitative predicted actuator settings that correspond
to the correct behaviour of the plant. The predicted
actuator settings are also shown on some of  the
lines separating the regions. On the line T, =Tg,,
however, the predicted values of U2 are ambiguous.

Three examples illustrate how Fault Detector |
works. The corresponding steady-state temperatures
are shown in Figure 5.

Example 1
A steady state with the following values is detected:

Toa = Ts, Toa <Tg, JSault: none €

It follows that (as indeed the simulations confirm)

Uy =0, Up=1, Uc=0 &

The transformation block generates the following
qualitative control values:

U=CLO, UJ=MAXO, UJ=CLO (9)
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The steady-state temperatures which are fed into the
predictor lead to the points labelled “Ex.1” in
Figure 5. This produces the qualitative prediction
values:

02=cLo, 02=Maxo0, (2=Clo (0

No discrepancy is found, so no fault is detected,
which is indeed correct.

Example 2

A steady-state with the following values is detected:
Toa <Tgs  Tox <Tg, fault: cooling valve
cannot close if U, =0

(1)
For example:

Toa=~15°C; Ty=18°C;  TR=20°C (i2)

Simulation yields the result that

U, =0.593, Up=0.2 (min), U,=0 (13)

The transformation block now generates
U3=NCLO, U8=MINO, U2=CLO (14)

The steady-state temperatures which are fed into the
predictor lead to the points labelled “Ex.2” in
Figure 5. The prediction is

02=NCcLO, 0%=MmNO, G%=CLO (15)

No discrepancy is found, so no fault is detected,
although one is in fact present. Thus, in this
particular operating steady-state, the fault described
cannot be detected. The air is unnecessarily heated up
and cooled down, which results in wasted energy. In
the simulation of the above example without the fault,
the steady-state heating valve setting tuned out to be
U, =0.514.

Example 3

The same steady-state is detected as in Example I,

but this time the fault of Example 2 occurs, namely

the cooling valve cannot close completely if U. = 0.
Toa=Ts, Toa<Ty fault: cooling valve

cannot close if U, =0

(16)

2 Note that the order of the controller outputs in this program is
(Up.Uy.Ug), whereas throughout the remainder of this
paper the outputs have been shown in the order cofresponding
to the controller sequence, namely {Uy. Up. Uc).

Simulation yields the values

U, =0, Up=0.916, U.=0 a7n

The transformation block generates the following
qualitative control values:

U2=CLO, UZ=BETW, U2=CLO (I8)
The location of this steady-state in the diagrams of
Figure 5 is the same as in Example 1. Consequently,
the predictor produces the following gualitative

aihandler(AithandleState,Ud,Un,Uc,0_as,0_rs,D_ma) :-
sum{D_m,D_ms,D_rs),
sum{D_am,D_ms,D_as),
sum{D_mh,0_hs,D_ms),
damper{DampState,Ud,D_am,D_m),
haatar(HeatState,Uh,0_mh),
cooler(CoolState,Ue,D_hs),
controflar{ContrState,Ud,Uh,Uc,D_ra),
sum{D_ra,D_as,0_rs),
aithandlcond(AirhandiaState, DampState, HeatState,

CooiStata,ContrStata),

“rairhandicond{AltandleState, DampState HeatState,
CoolStats, ConirState). airhandlcond(ok, ok,ok,ok,0k).

%edamper {DampStete,Ud,D_am,D_rm)
damper{ok maxo,2ero,Temp} :- amyTemp(Temp).
dampeér{oi.botw,neg,pos).

damper{ok minc,neg pos).
dampar{ok,betw.Zers, 2610,

damper{ok mino,2er0,2810).

damperiok betw,pos,neq).
dampan(ok,mio,pos,nag).

9%heaterHoattate,Uh,D_mh).
heatar{ok,clo,zero).
heater{okncio neg).

%coolar{CoolStats,Ue, D_hs).
cooler{ok clo 26r0).
cooler{ok,nclo,pos).

%controller{ContrStats, Ud,Un,Ue,D_ra)

controfar{ok,mino,nclo,do, pas).

controller{ok, DarpPeos,.nclo, o 2ero) :- anyDampPos{DampPos).

controller{ok,maxo,ncio,clo,neq).

controlles(ok, maxo,clo nclo, pos).

controflar{ok,DampPas, clo nclo, 2om) - anyDampPos{DampPes).

controlier{ok,mino, ¢o,nclo,neg).

controfier(ok, DampPos,clo,do, Temp) ;- anyDampPas(DampPas),
anyTemp{Tamp).

%rest

sum(X XX} :- anyTemp(X).

sum(X,zero,X) - anyTemp(X).

sum{zero X.X) :- anyTemp{X]).

sum(neg,pos, Temp) - anyTemp(Temp).

sum(pes,neg,Temp) :- anyTemp(Temp).

anyTemp(neg).
anyTemp(zero),
anyTemp{pos).
anyDempPos{mino).

anyDampPos(betw),
anyDampPos{maxp).

Fig. 6. PROLOG program? for Fault Detector 2.
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Fig. 7 Structure of the predictor for Fault Detector 2

|

predicted control values:

08=cLo, 02=Maxo0, 02=CLO (19)
In this case the first predicted value differs from U3.

That means a fault has now been detected.

If in Figure 3 the separation line representing the
minimal damper position is missing or not known
exactly, a reduced version of Fault Detector 1 can be
derived, which is simpler. The reduced version is
also able to detect the fault of Examples 2 and 3. This
remark applies especially to the situation occurring in
the reference system, in which the minimal outside
air flow is absolute (20% of the maximum flow)
rather than proportional. In this case, the slope of the
line corresponding to ¥, will depend on the
instantaneous total airflow through the CAHP.

4.3 Fault detector 2

The design of Fault Detector 2 starts by describing
the qualitative behaviour of the components of the
central air-handling plant: damper, cooler, heater and
controller. Then the interaction of these components
among themselves is described by defining the
structure of the system incorporating them. The
resulting qualitative prediction model is represented
by logical clauses.

The form of the clauses is such that it can be
executed as a PROLOG program, which is shown in
Figure 6. 1t is structured as follows: in the first part
of the code the structure of the air-handling unit is
programmed — i.e. the way in which the components
are linked. The second part deals with the
components: damper, heater, cooler and controller.
Finally, there are some auxiliary statements needed
for the logical clauses.
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Fig. 8. Graphical representation of predicted
qualitative actuator settings in terms of
qualitative steady-state temperature conditions
(classified in terms of the signs of Ay, Agg and

Ago)

The overall structure of the predictor is shown in

Figure 7. It makes use of the auxiliary temperature
differences

Ags =Toa = Tss Aps =Tz - Tg;

Ao = Tq —Toa- (20)

The qualitative predictor consists of the qualitative
prediction model and the PROLOG interpreter.

In the qualitative predictor block a prediction-type
question such as

y = airhandler(ok, 08,028,058, 0,pos, pos) @n

is posed to the PROLOG program. The predicted
controller states compatible with fault-free operation
are shown in Figure8, based the graphical
representation of Figure 3. It differs from Figure 5 in
that the plane is subdivided into regions according to
whether the aquxiliary temperature differences Agg,
Aps and Ag, are postive, negative or zero. As a
result, three different qualitative controller states may
be predicted for steady-state temperatures in the
upper left or lower right quadrants.

The operation of Fault Detector 2 is illustrated using
the same three examples as for Fault Detector 1.

Example I

The steady-state is as in Example 1. The following
qualitative controller values are observed:

=CLO, =MAXO, UZ=CLO (22)
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From the temperature measurements the qualitative
values of the three temperature differences are
calculated as:

Ags =0, Aps=P0S, Agg=pos  (23)

With the assumption that the behaviour of the air
handler is OK, the following predictor-type question
can be asked:

? = airhandler| ok, U3,02,08, 0,pos,pos
| prodictsd resun  measiraments 4

assumption
The result of the PROLOG program is (see appendix)
0¢=cLo, 0¥=MAx0, (2=CLO (25)

So again there are no discrepancies. Therefore no
fault is detected, which is correct.

Example 2'

The steady-state is as in Example 2. The observed
qualitative controller values are the same:

U =NCLO, UZ=MINO, UZ=CLO (26)
The qualitative temperature differences are:
Ags =neg,

Ags=pos, Agg=pos (27)

The question posed now is

? = airhandler| ok, 08,08,02, neg, pos, pos
I p:ma'a g —
assumption
{28)

The result of the PROLOG program is (see appendix)
U8 =NcLO, U%=MINO, U%=CcLO (7

Again the fauit remains undetected, because no
discrepancies are observed.

Example 3'

The steady-state is as in Example 3. The same
question is asked with the same input arguments
generating the same predicted qualitative control
values. The check for the behavioural discrepancy
leads to the same result as in Example 2: the fault
detector has detected that there is a fault,

Modelling the prediction model in this way has been
motivated by work of Bratko ef al (1989) and
Burkhard (1992). But in contrast to the latter's work,
the plant has been modelled here in a way that is

independent of the particular sizing of the plant being
monitored. This is important, since the adaptation of
the fault detector (or FDD-system) to the plant should
be as simple as possible and, furthermore, be based
on easily available information.

4.4 Fault detector 3

Fault detector 3 is the same as Fault Detector 2 but
the predictor part is in a compiled form, ie. the
predictor is in a form which, for a given input (Ag,
Aps, Apg), outputs the corresponding possible
controller states (U8, U8, 09). Such a form is, for
example, the decision table shown in Table 2,

This table has been derived by posing for each
possible input to the predictor a predictor-type
question to the PROLOG program. For two input
cases this leads to situations with three possible
predictions (see Table 2).

as adecision table, Signs of Ap. in brackets are
irrel I liction. Predictions in curl
Pred- A
Aos Aps Bpo|icion U 08 (2
No.
pos pos pos |1 CLO MAXO NCLO
pos pos O 1 CLO  {MINO, NCLO
BETW,
MAXOQ}
pos pos neg |1 CLO MINO NCLO
pos 0  (neg) | 1 CLO MINO NCLO
pos neg (neg) | 1 CLO MINO NCLO
2 CLO MINO CLO
3 CLO BETW CLO
0 neg (neg) { 1 CLO MAXO CLO
neg neg neg |1 NCLO MAXO Clo
neg neg O 1 NCLO {MINO, CLO
BETW,
MAXO)
neg neg pos |1 NCLO MINO CLO
neg 0 (pos) | 1 NCLO MINO CLO
neg pos  {pos) | 1 NCLO MINO CLO
2 ClO MINO CLO
3 CLO BETW CLO
pos (pos) | 1 CLO MAXQO CLO
0 (0 [1 CLO {MINO, CLO
BETW,
MAXO}
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Examples:

If the same examples as for Fault Detector 2 are
considered, the same results are obtained.

4.5 Comparison of the three fault detectors

1) As mentioned before, all three fault detectors have
the structure of a GDE and all distinguish the
same qualitative values for the control variables
UZ, U8, U2. Their differences lies in the
predictors.

2) Fault Detectors 2 and 3 are equivalent in their
overall behaviour. This means that they give the
same output in the same situation. Fault detector 1
however is not equivalent 10 Fault Detectors 2 and
3. It pgenerates different answers in some
situations. This can be seen by comparing the
graphical representation of the predictor of Fault
Detector 2 or 3 with the graphical representation
of the predictor of Fault Detector 1. The
comparison shows that the predictor of Fault
Detector 2 and 3 corresponds o the reduced
version of Fault Detector 1. But although Fault
Detector 1 is not equivalent to Fault Detector 2
and 3, there is no contradiction in their behaviour.
This verifies the derivations of the fault detectors,
at least to some extent.

3) The difference between Fault Detectors 2 and 3
lies in the predictor. The predictor of Fault
Detector 2 has to run a PROLOG program in each
detected steady-state of the ceniral air-handling
plant. In contrast to this, the predictor of Fault
Detector 3 has only to look up some values in a
decision table. The predictor of Fault Detector 2 is
model-based, and the model is a deep model in
the sense that it is composed of component
models and a description of how the components
are linked together. In contrast, the predictor of
Fault Detector 3 does not explicitly contain a deep
model, even if it is derived originally from a deep
model of the plant.

5. CONCLUSIONS AND OUTLOOK

As is evident from the examples discussed, it is
possible to define a fault detector for a central air-
handling plant based solely on qualitative ocbservable
features. The results of the predictions using this
qualitative model are in agreement with the
quantitative simulations carried out.

As the examples show, qualitative tests require only a
minimal knowledge of the system parameters. On the
other hand, as expected (Dexter and Glass, 1993), the
qualitative tests investigated here were not always
able to discern faults that quantitative methods might
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have identified. Moreover, a potential limitation of
the method tried is that the particular steady-states of
the system that lend themselves to such diagnosis may
occur very infrequently in normal operation. One
way of overcoming such a problem would be to
devise active tests — say during the time when a
building is unoccupied - to set up the conditions that
allow for such fault detection.

This work is being continued by implementing a
steady-state detector in the simulation program being
developed, and linking the diagnostic tests with actual
simulations (Glass et al, 1994, 1995). It is also
planned to implement the types of active diagnostic
tests mentioned in the previous paragraph. As the
research work progresses, the methods developed for
the CAHP will be extended to the full reference air-
handling system and to the actual localization and
diagnosis of faults [e.g. using an assumption-based
truth maintenance system (Gelle, 1993)].

The fault detectors considered here detect faults by
analysing one steady-state of the plant (or a
subsystem of the plant). Qualitative fault detectors
which also detect faults by comparing two (or more)
different steady-states together or by analysing
transients will be considered in future work.
Knowing that a function is monotonic, for example,
can be exploited in many cases {cf. work by Koch
(1992)).
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APPENDIX I

PROLOG Program Pertaining to the Decision
Table of Fault Detector 3 {cf. Table 2)

- aithandier{ck, Ud, Uh, Ue, pos, pos, pos)

3 times Ud=maxo,Uh=clo,Uc=nclo

=~ gihandler{AirhandieState, Ud, Uh, Uc, pos, pos, zem)
3 times AirhandleState=0k, Ud=maxa,Uh=clo,Uc=nclo
3 times AirhandieState=0k, Ud=betw,Uh=clo,Uc=nclo
3 times AirhandleState=o0k,Ud=mina,Uh=clo,Uc=nclo
== airhandler{ok, Ud, LI, Uc, pos, pos, neg)

3 times Ud=mino,Uh=do,Uc=nclo

- airhandler(pk, Ud, Uk, Ue, pos, zem, neg)

1 time Ud=mino,Uh=tlo,Uc=nclo

- aithandier(ok, Ud, Uk, Uc, pos, neg, neg)

3 times Ud=betw,Uh=clo,Uc=clo

Jtimes Ud=mino,Uh=clo,Uc=clo

1 time Ud=ming,Uh=clo,Uc=nclo

:- airhandter(ok, Ud, Uh, Uc, zero, neg, neg)

9 times Ud=maxo,Uh=do,Uc=clo

= girhandler{ok, Ud, Uh, Uc, neg, neg, neg)

3 times Ud=maxo,Uh=nclo,Ulc=clo

== airhandier(ok, Ud, Uk, U, neg, neg, zem)

3times Ud=maxo,lUh=ncio,lUc=clo

Jtimes Ud=betw,Uh=nclo,Uc=clo

3 times Ud=mino,Uh=nclo,Uc=clo

== airhandler{ok, Ud, Uh, Uc, neg, neg, pos)

3times Ud=mino,Uh=nclo,Uc=clo

- airhandier{ok, Ud, Uh, Uc, neg, zero, pos)

1 time Ud=mino,Uh=nclo,Uc=tlo

= aithandlerfok, Ud, Uh, Uc, neg, pos, pos)

3times Ud=betw,Uh=clo,Uc=cio

3times Ud=mino,Uh=clo,Uc=clo

1 time Ud=mino,Uh=ncio,Uc=tlo

= airhandleriok, Ud, Uh, Ue, zero, pos, pos)

9 times Ud=maxo,Uh=clo,Uc=clo

- airhandleriok, Ud, Uh, Uc, zero, zero, zero)
infinite times  Ud=maxo,Uh=clo,Uc=cio
infinite times ~ Ud=betw,Uh=clo,Uc=clo
infinite times Ud=mino,Vh=clo,Uc=clo
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Fig.9. Simulation of the CAHP in Example I,
showing T,,, T; & T, (upper plot) and Uy,
U, U, and relative air flow {lower plot).
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Fig. 10. Simulation of one of the zones in Example 1,
showing T; (upper plot) and the VAV controller
outputs Uy & U, (lower plot).

APPENDIX I

Simulation of the simplified reference Air-
Handling System

The dynamic behaviour of the simplified reference
system was simulated numerically using the
SIMULINK™ package using the physical parameters
specified by Kelly (1993). In each simulation the
outside air temperature T,, Wwas constant and the
initial temperatures of the zones was 15°C. The
system was allowed to run for a simulated time of 30
min. with the zone controllers acting to try and
achieve a set-point temperature of 20°C and the
CAHP controller acting to try and achieve the supply-
air temperatures noted below.

In each case the simulated system required about 10-
15 min. to reach steady-state in both the central air-

Data Set CSM3_T13: CAHP

30 T T — T -T
ml Ir

) ERERRRAUA | )
]y

0 20 W0 60 80 10 120 40 160 180
tisec)
Fig. 11. Simulation of the CAHP in Example 2,
showing T,,, T; & T; (upper plot) and Uy,
Uy, U and relative air flow (lower plot).

handling plant and the zones. In all cases, zone
temperatures acceptably close to 20°C were achieved
within approximately 10 min and the zone controller
outputs attained an acceptable equilibrium within 15
to 20 min. The supply-air set-point temperatures
were, as a rule, attained much faster.

Example |

Relevant inputs:

Outside air temperature Toa 14.5°C
Supply air set point temperature  Ty'  14.5°C
Zone set point temperature T3 20°C
Faults: none,

Values of relevant quantities attaining steady-state,

Return air temperature Tz 20.001°C
Supply air temperature Ts  14.500°C
Controller outputs Uy 0.000

Up  1.000

Uc  0.000
Example 2
Relevant inputs:
Outside air temperature Toa -15°C
Supply air set point temperature  T3*  18°C
Zone set point temperature Tzsf 20°C

Fault: cocling valve cannot close completely -
cooling coil operates at a minimum of 2.5% of its
40600 kW capacity.

Values of relevant quantities attaining steady-state:

Return air temperature Ty c.20C

Supply air temperature T, c.18°C

Controller outputs Uy 0593
Up 0200
Uz 0.000
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Example 3

Relevant inputs: ‘
Outside air temperature

Supply air set point temperature
Zone set point teinperature

Fault:

L. Fomera et al.

Toa 14.5°C
¥ 145C
¥ 20°C

cooling valve cannot close completely -

cooling coil operates at a minimum of 2.5% of its

40600 kW capacity.

Values of relevant quantities attaining steady-state.

Return air temperature

Supply air temperature
Controller outputs

T,  20.001°C
T c. 14.5°C
Uy 0.000
Uy, 0916
Uz  0.000

e,

200 400 &0 800 1000 1200 1400
t{s0c.)

Ud
mufromax
20%
%

200 400 800 800 1000 1200 1400
t (wec.)

Fig. 12. Simulation of the CAHP in Example 3,
showing T,,, T & T, (upper plot) and U,,,
Uy, U¢ and relative air flow {lower plot).
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Testing Qualitative Model-Based Fault Detection for
Air-Handling Units Using Operational Building
Data

AS. Glass™ & J. Todtli
Landis & Gyr, CH-6301 Zug, Switzerland

Abstract

The feasibility of a qualitative approach for detecting faults in an air-conditioning system is field-tested on a
fully operational central air-handling plant. The particular interest in qualitative methods derives from the fact
that many relevant parameters of an HVAC system and building are very difficult to measure and, in
consequence, usually remain undetermined in practice. In the approach investigated, plant controller outputs are
predicted on the basis of temperature data and reduced 1o qualitative values which are then compared with the
corresponding observed qualitative values.

The building considered has at its heart a central air-handling unit with more-or-less constant air volume,
supplying air to several zones with independently controlled cetling-mounted air coolers and hot-water radiators.
The methods developed for the Annex 25 reference air-handling system were applied to this plant, which differs
from the Annex 25 standard in using a heat-recovery wheel in lieu of an air bypass mixer. The steady-state
detection parameters were tuned to the known building data and the overall method was applied off-line to
operational data captured from the building energy management system.

It was demonstraied that the required degree of stationarity is reached sufficiently often in practice for the
method to be useful. Moreover, an unplanned fault was detected and it showed up sufficiently often to
demonstrate the practical usefulness of the qualitative approach. Finally, the successful application of a method
developed for one type of central air-handling unit to a related, but different plant type illustrates the generic
nature of this qualitative fault-detection procedure.

1 INTRODUCTION

This paper extends and consolidates the investigations initially reported by Fornera et al [1] and Glass [2], in
which a qualitative model-based approach to detecting a class of faults in a variable air-volume air-handling
system was developed. As reported by the above authors [1,3,4,2,5] the potential of the method was
successfully demonstrated on numerically simulated models of the Annex 25 standard variable air-volume air-
handling system (Kelly [6]) in a MATLAB/SIMULINK! simulation environment. This was followed by
successful trials in a heating, ventilation and air-conditioning laboratory {abbreviated “HVAC laboratory”) in
which the method succeeded in detecting faults under controlled conditions {Glass, et al [5,7,8]). This paper
reports on successful tests carried out on building energy-management data from a fully operational commercial
building in Switzerland.

The qualitative approach identifies certain so-called “landmark™ states of the controller regulating a central air-
handling unit and relates them to corresponding “landmarks” of the relevant air temperatures and flows. Using
this approach, a wide class of operating faults can be analysed. In particular, we also dea! with fanits which
result in deterioration of operation as distinct from actual failure — a situation known to occur frequently in
practice. Conflicts between qualitative values of the controller states as actually observed and those expected —
as derived from the measured qualitative temperature states — provide evidence of such faults. Furthermore,
the procedure relies solely on measurements required by the control system; no extra sensors are needed to
detect these faults.

* Mailing address for A.S. Glass: Zugersirasse 60, CH-6318 Walchwil, Switzertand.
I SIMULINK™ program for the simulation of dynamic systems; one of the optional facilities offered with the MATLAB™
software package from The MathWorks, Inc.
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The qualitative detection method described pre- Figurel The Simplified Annex 25 Reference Air-

supposes the temperatures and control settings of the Handling System
central air handling unit (abbreviated .“CAHU") to . PR
be quasi-stationary.  Consequently* a prototype LY. s 4'! Rewm e

steady-state detector (abbreviated .“SSD™) was
developed and tested in both simulation models and
in the HVAC laboratory (Glass [2,5]). An important
question concerns appropriate funing of the rime-
Jjrame and threshold parameters so that the steady-
state detectors are matched optimally to the fault
detectors for which they are needed. A theoretical
analysis of the threshold problem for various designs
of a steady-state detector was provided by Tadtli and
Gruber [9] and a practical procedure for tuning the
SSD parameters to a given air-handling plant (abbreviated “AHU”) has been succcssfully developed by Gruber
[10,11]. Anoverview of steady-state detection is included in the IEA Annex 25 Final Report [12].

This paper includes a description of the type of systems under test: both the CAHU for which the fauli-detection
method was developed and the CAHU actually encountered in the test-site. This is followed by an outline of
adapting the fault-detection procedure to the modified type of plant, a brief section on relevant fault models, and
a section on tuning the steady-state detectors. Finally selected data from the test-site is analysed.

2. DESCRIPTION OF THE TEST SYSTEMS

The fault-detection tests described in this paper were carried out on the central air-handling unit used in a
commercial building in central Switzerland. It differs in a number of respects from the Annex 25 reference air-
handiing system, which is more closely representative of North American as distinct from European HVAC
practice. However, the central air-handiing unit at the test-site is generically sufficiently similar to the reference
system to allow effective testing of the qualitative fault-detection method developed for the fatter. We begin by
reviewing the features of the Annex 25 reference air-handling system and then describe the differences found in
the plant at the test site.

2.1 THE ANNEX 25 REFERENCE AIR-HANDLING SYSTEM

At the beginning of the investigations, simulation tests were camried out using a SIMULINK model of a
simplified variable air-volume system (abbreviated “VAV system™) based on the Annex 25 reference air-
handling system described by Kelly [6]. This system comprises a contrelled central air-handling unit (CAHU)
supplying air to three independently controlled 2ones with differing loads. Both the reference system and the
simplified version are described in more detail in Fornera er af [1,3,4]. We summarize the comnpenents and
control strategy of the simplified system below.

2.1.1 The components of the simplified Annex 25 reference system

The overall simplified reference system is illustrated in Figure 1. It consists of a central air-handling unit
(CAHU), depicted in Figure 2, supplying air to a number of separately controlled zones. The CAHU comprises
a bypass mixer and a heating coil followed by a cooling coil in a single air duct. The bypass dampers are
controlled to provide a mixture of outside air and recirculated air; the amount of outside air may vary between
20% and 100% of the maximum airflow through the CAHU. The air for each of the three zones is processed
through a VAV box containing a damper and a re-heating coil. The airflow to each zone as regulated by the
damper may vary between 40% and 100% of the specified maximum. In point of fact, the maximum flow from
the CAHU is not sufficient to provide maximum flows through all three zones simultaneously, so limiting effects
can be expected to occeur.

The system illustrated differs from standard North American practice in not including dehumidification of the

cooling coil. However, the qualitative fault detection technique described below can also be applied to some
such systems.
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2.1.2 The control strategy of the Figure 2 The Central Air-Handling Unit of the
simplified Annex 25 reference system Simplified Annex 2E5 ;fj;”ﬂ"dﬁ"g System
R N
Three controllers share the task of regulating the Reiet A EAN

m
EI #8 Relum Air
Recic.

attain the required temperatures and airflows in each

fans, dampers, heating coils and cooling coils so as to - ’
of the three zones. Referring to Figure 1, Controller :

C, regulates the CAHU and attempts to maintain the pmnG bescareus ]

supply air temperature Ty at its set point by operating DAMPERS :

the preheating coil, dampers and cooling coil in o / c = ?':zplyrature
sequence. Controller C,, which regulates a single : "_E:- ! '.,'i Set ,',’;m
zone, attempts to maintain the zone temperature T, SIS JR [ PG Voiigios QRN | SO

at its set point by operating in sequence the damper
and re-heating coil in the VAV box. The third
controller is an idealized “flow control” governing
the airflow through the CAHU and the various zones.
[t ensures that the flows m; , th, and m, meet the
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requirements set by the zone controller C,, provided HEATING COOLING
the resulting total airflow i through the CAHU does COolL CoilL

not exceed its specified maximum. If the CAHU airflow maximum is reached, the total flow is shared among the
three zones in proportion to their respective requirements.

2.1.3 The central air-handling unit of the simplified Annex 25 reference system

The fault detection methods described below were developed especially for the CAHU. As mentioned above, its
task is to supply air at a controlled, fixed temperature T; by operating the preheating coil, dampers and cooling
coil in sequence. The corresponding outputs of Controller C, are denoted Uy, Uy, and U, respectively. The
controller also includes an economy contro] feature, in which the control action on the dampers is reversed
whenever the outside air temperature T,, exceeds the return air temperature.

As mentioned, this system does not provide for dehumidification. If, however, the temperature control in such a
system operates as described above, and the humidity control only operates while the cooling coil is in
operation, then the fault detection method described below can be applied.

The overall system, including the zones, affect the CAHU indirectly. The VAV boxes, acting in response to any
loads in the zones, determine overall air flow m, while the return air temperature T, resuits from mixing the air
extracied from the zones. Thus, controller C, must respond to three quantities over which it has no direct
control, Ty, , Ty and m, which can be formally regarded as disturbances in this control loop.

2.2 THE TEST-SITE AIR-HANDLING SYSTEM
The overall plant differs from the Annex 25 reference air-handling system in a number of respects.

* In conformity with modern European practice,

the central air-handling unit uses a hear-recovery Figure3  The Air-Handling System at the Tes! Site
wheel (abbreviated "HRW?™) instead of a bypass O TP
mixer. _IE-L 7

Elg } Rt Air

» The central air-handling unit operates with more- "=~ f:f  __ _f-—ovw
or-less constant air volume.

———wuet lmmnteo——

» The air-handling plant serves to ventilate and

e L
cool the zones only. Heating is accomplished by + "; ;I ;"
radiators. ”
se The CAHU control strategy incorporates a dead “%m
zone in the control sequence between the HRW o C—
mode and the cooling mode. One set-point is
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used for the supply-air temperature when the Figured4  The Central Air-Handling Unit at the Test

outside air must be warmed, and another set Site
point, 4°C higher, is used when the outside air HEW BYPASS RETURN
must be cooled. "_L_] T, BN
e The switching to economy mode incorporates a — ;
hysteresis effect. The system switches to Reliet Ar SlC:HL:
- el Fomn

economy mode when the outside-air temperature HEAT-

exceeds the return air-temperature by 2°C and js ~ HBECOVERY
switched off if the outside-air temperature drops
below the return-air temperature. Furthermore,
when the system switches to economy mode, the ]
HRW is not subject to continuous control, but is 2._
switched on at full capacity.
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2.2.1 The components of the test-site

system HEATING
0ol

The overall system under test is illustrated in Figure 3. It consists of a central air-handling unit (CAHU),
depicted in Figure 2, supplying air to ventilate, and possibly cool a number of separately controlled zones. The
CAHU comprises a heat recovery wheel and a heating coil followed by a cooling coil in a single air duct. The
use of the heat recovery wheel ensures that a maximum of fresh air is supplied at afl times. The air for each
zones is passed through a ceiling unit which can locally cool the air to the zone as may be required. Heating is
supplied by hot-water radiators in each of the zones.

In response to Swiss building regulations, which demand economy of energy use, the system is not equipped to
dehumidify the air.

2.2.2 The control strategy of the test-site system

Two main controllers share the task of ultimately supplying air at a regulated temperature and volume to the
zones. Controller C, regulates the CAHU and attempts to maintain the supply air temperature Tg at its set point
by operating the- preheating coil, heat-recovery wheel and cooling coil in sequence. Controller C,, which
regulates a single zone, attempts to maintain the zone temperature T at its set point by operating the radiators or
ceiling cooling coils in sequence. The HRW is equipped with bypass dampers to reduce the pressure differential

in the system when it is not needed. The fans operate at two fixed levels and have the task of supplying a
constant volume of air from the CAHU.

The zone temperature set point is largely prescribed by the central building energy management system
(abbreviated “BEMS”} in response to external conditions. This set point may vary from about 21°C, during
most of the year, up to a maximum of 26°C during hot summer weather, In addition, the set points of the zone
controllers can be varied manually by £2°C from the prescribed norm, to accommodate individual needs. The
nominal set point actually consists of two, slightly differing set points differing by a constant amount: a heating
set point and a cooling set point. Thus there is a dead zone in the sequential control between the temperamre
levels requiring heating and cooling.

2.2.3 The central air-handling unit of the test-site system

The test-site CAHU differs from that of the Annex 25 reference system both in its use of a HRW and in some
features of the control strategy. As mentioned above, its task is to supply air at a controlled temperature T, by
operating the preheating coil, heat-recovery wheel and cooling coil in sequence. The corresponding outputs of
Controller C, are denoted U, U, and U, respectively. The controller also includes an economy control
feature, in which the HRW assists the cooling coil whenever Ty, exceeds the return air temperature.

As previously mentioned, the control strategy of the CAHU differs from that in the reference system in two main
respects. The first one is that there is an effective dead zone in the control sequence. Specifically, the system
uses two set-point temperatures for day-time operation: the lower set point is 16°C and the higher one is 20°C.
The heating coil and HRW are operated in sequence to keep T; from falling below 16°C, and the cooling coil is
operated to keep T; from climbing above 20°C. Whenever T is berween the two set-points, all three
components, the heating coil, the HRW and the cooling coil, remain switched off.
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The second difference concerns the nature of the economy control. In the investigations preceding these
building tests, the control concept simply had the dampers reverse the direction of operation whenever Ty, > T, .
As already mentioned, the test-site HRW simply switches on af full capacity whenever economy operation is
required. To avoid situations in which the HRW might be all too frequently switched on and off, hysteresis
switching is programmed in the controller. Economy mode is switched on as soon as T,, > Ty +2°C; it is
switched off again as scon as T, < T, .

The overall system, including the zones, affect the CAHU indirectly. The radiators and ceiling coolers, acting in
response to loads in the zones, influence the retun air temperature T, extracted from the zones. Thus,
controller C; must respond to two quantities over which it has no direct control, T,,,, and Ty, which can be
formally regarded as disturbances in this control loop,

3 THE QUALITATIVE MODEL-BASED FAULT DETECTION METHOD

The detection method described below involves reducing measured controller outputs to qualitative values and
at the same time using temperature measurements to predict expected qualitative controller outputs in steady
state. This procedure necessitates reliable steady-state detection. Although we classify faults in terms of
observed discrepancies using rule tables, such rules are derived analytically from the models as distinct from
empirical data. Thus our fault detection method incorporates a model-based approach.

3.1 THE FAULT DETECTION AND DIAGNOSIS STRATEGY

The current fault-detection strategy relies on analysing the steady-state behaviour of the system, including
controls. Qur objective has been to identify qualitative modelling methods that can lead to successful fault
detection and diagnhosis procedures (abbreviated “FDD procedures™). ’

Qualitative models are investigated because, even Figure §
if conventional quantitative mathematical models
are available for the system components, it is

The gualitative model-based
Sault-detection strategy

frequently impracticable if not impossible to R - L
obtain the values of all the relevant physical l l l l l J,
parameters of the system. Thus FDD methods ALOG PrEPROCESSOR
based on qualitative models are particularly {STEADY-STATE DETECTION, e1c) ] .
robust. Obviously, there is a trade-off in that the R T T T §
- same methods are not able to detect all types of 3™ ™ | [ < vy g
faults, or cannot detect certain faults in all =
operating states of the system. Furthermore they [TRANSFORMATION N REOCTOR Z’
may not be able to discriminate between different TR RCRTT EJ
types of fault. One of the goals of this work was | "} " i ° A R IR
to assess the circumstances under which it is N /)>( &
possible to detect given faults in a CAHU using NG A @
qualitative information. - Vol
The strategy adopted corresponds to the general - Vaem:loum —— auanitaive
scheme described in Fomnera ef al [1]. The overall { 2.3 DISCREPANCIES? o eemr quaiiste
structure of such a qualitative model-based fauit \L values
d:tector is shm;'nhin Figurlf;Sd. This tl:ogfonns t_o | "\ e {CLO. NCLO}
the structure of the so-calied general diagnostic R s
engine (de Kleer & Williams [13%], Dexter & Glass mm?mmm Une {OFF. BETW, b
[14]). The fault detector models we consider are FOAG: WLARM? £ ¢ {CLO. NCLO}

also related to the generic FDD scheme proposed
by Rossi and Braun [15,16].

From the central air-handling unit the measured values of the temperatures T,,, T, T, and the control
variables2 Uy, Uy, Ug are obtained and fed into the first stage of the analog pre-processor, which serves to:

= test whether the system is in “steady state”, and

2 The outputs Uy, Uy, U, in the case of the reference sysiem with bypass mixer.
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e optionally filter the data prior to further processing (in the analysis of building data described in this paper,
moving weighted averages were used which arose naturally from the steady-state testing).

Referring to the left half of Figure 5, the filtered controller outputs Uf,, U, and UE .are converted to qualitative
values UF, UJ and U . In the right half of the figure, the filtered temperature data T{, , Tg, T; is inputto a

model-based predictor which outputs le, U2 and l:lg the expected (or predicted) gualitative controller states
under steady-state conditions. The qualitative values of the outputs of the transformation and predictor blocks
are chosen from the following sets:

(UQ e{CLO, NCLO}
UR e{OFF, BETW,MAX} (1)
(U2 e{cLO, NCLO} :

108 e{cLO, NCLO}
{08 {OFF, BETW,MAX} (2)
U2 e{CLO, NCLO}

where the linguistic mnemonics “CLO”, “NCLO”, “OFF", “MAX"” and “BETW" stand for “closed”, “not
closed”, “off”, “maximum” and “between”, respectively.

This is a madification of the situation in the reference system, in which the qualitative value of the controller
output to the dampers was assumed to take the values:

U8 e{MINO, BETW,MAX0} 3)

where the linguistic mnemonics “MAXQ", “MINO” and “BETW" stand for “maximally open”, “minimally
open” and “between”, respectively.

Faults are detected on the basis of discrepancies between the measured qualitative controller outputs and the
corresponding model-based predictions based on temperature measurements. The system signals an alarm
whenever such discrepancies are detected and the system is deemed to be in steady state. Alarms may also be
subject to further criteria, such as requiring the current time to be during hours of normal daytime operation, etc.

In point of fact, the method involves quantitative pre-processing of temperature data, but particular stationary
states are identified in which the gualitative settings of the control signals (“closed” or “not closed™} betray the
presence of faults. This differs from the type of purely qualitative formalism in which, for instance, a// physical
quantities, such as temperatures, etc. are strictly described in terms of intervals.

3.2 TRANSITION STATES OF THE CAHU CONTROLLER

The strategy hinges on analysing the transition states

of the sequential controller regulating the CAHU. £igure6  Controller outputs in terms of controller
One transition occurs when the controller switches state

fram operating the heating coil to operating the il “"fel

HRW; a similar transition occurs when the controller eeremmmmmmmn. . [Ccoromymode y ...
switches from the HRW to the cooling coil. A third @ ™ N, ' P
transition occurs when the controller switches into 2 ° Ny u \3,;." U
economy mode and reverses the direction in which ‘8_ ot W AR

the dampers are operated.  These transitions 2 ! . . : ’_"é !
correspond to the idea of Jandmarks used in some -'§ : . oo A
approaches to  qualitative physics (Kuipers, © " NS ': ‘
[l7,l_8,19]; Dexter & .Gla.s.s, !14]). Landmarks are °""""FHeZFj;é';;;r;J'"-(ﬁﬁf'f;&d?"(EoEE;g}}th) ------- —
physical values of special significance. For example, Controller State v

freezing and boiling temperatures can serve as
landmarks because phase transitions occur.

The values taken by qualitative variables can either be on one of the landmarks themselves or in an interval
between two landmarks. In our case, neglecting the issue of economy contro! for the time being, we identify
qualitative values of the CAHU controller states, depicted in Table . Qualitative Controller Staies 0 to 4
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correspond to those used earlier in this series of TFable [

investigations. In the context of the test site, controller
however, it is necessary include a sixth state Qualitative Controller
(Controller State No.5) to take economy-mode State Controller outputs to...
operation into account. In this instance it proves
inappropriate to define a transition state between . Heat- ‘
normal cooling and economy-mode cooling, because Heai{ﬂg Recovery Coolfng
the HRW is switched immediately from off to Coil  Wheel  Coil
maximum; the controller output is in fact {0 The controller output |Uy >0 [u,, = Ule=|Ug =0
discontinuous. sets the heat-recovery
The two landmark controller transition states can be wheel at maximum,
simply related to corresponding critical temperatures. the cooling ?0“ off
Given a particular supply air temperature T; and and the heating coil
return air temperature T,, critical values of the on.
outside air temperatures, T, and TEY, can be |l Landmark state: tran-| Uy =0 |y, =UF~|Uc=0
calculated corresponding to Controlier States Nos. 3 sitionbetween
and 1 respectively. Outside air temperatures are then heating coil operation
classified qualitatively, according to whether they are and he_at-r ecovery
on or somewhere between the critical temperatures. operation.
2. The controller output U, =0 o<y <ty*{U.=0
3.3 STEADY-STATE BEHAVIOUR sets the heat-recovery
Assuming the system to be operating in steady-state whec_e] at less than
conditions, it is possible to predict the outputs of the maxunum.
sequential controller in terms of the stationary [ 3. Landmark state; tran-|Uy=0 U, = Us=0
temperatures T,,, Tg and Tg. The controller sition between heat-
sequence is illustrated in Figure 6. For moderate recovery operation
outside-air temperatures Ty, below the lower and copling coil
supply-air set point, the system optimizes energy operation.
consumption by operating the heat-recover wheel at | 4. The controller output {U;=0 |Uy,=0 |Uc>0
the appropriate rate of rotation. For sufficiently low sets the heat-recovery
outside-air temperatures T,, the HRW, running at wheel off, the heating
its maximum capacity, must be assisted by the coil off and the
heating coil. For outside-air temperatures T, cooling coil on.
above the higher supply-air set point, the system [ 5. The controller output [Uy =0 |y, =Ue=[Uc>0
operates the cooling coil. sets the heating coil
To predict which stationary controller states off, the cooling coil
correspond to which temperature states, it is helpful on and the Aeat-
to consider the plot of Ty — T versus T,, - Tg de- recovery wheel at
picted in Figure7.  Under normal operating e
conditions T, >T;, so that a sequence of

Qualitative states of the CAHU sequential

temperature states leading to the controller outputs shown in Figure 6 will normally appear as a trajectory in the
upper half plane in Figure 7. The transition to cooling occurs whenever Ty, > T;, and the comresponding
boundary in the diagram is the vertical axis. Thus the transition from cooling to HRW operation corresponds to
passing from the first to the second quadrant in the diagram. The transition from HRW operation to heating is
more complex to model! for this type of plant than for 2 CAHU using bypass dampers, but to a good
approximation the transition occurs across a straight line through the origin with negative slope as shown in
Figure 7.

In the reference system, economy control is exercised whenever Ty, > T,y , which corresponds to the 45° line

through the origin in the diagram. The hysteresis which is a feature of the test-site plant is represented by a
second, paralle! line to the right. The figure only shows the hysteresis boundary in the first quadrant, since the
test-site control strategy implicitly assumes T, > T .

The corresponding sequence that pertains to the lower half plane in the diagram has the transition between
heating and HRW operation across the axis T,, =T, but further discussion is omitted in this article, because
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conditions at the test site in which T, <T; during
normal operation would necessarily mean that either
was much hotter than it was supposed to be or the
zones were much colder than they were supposed to
be.

It might also be asked how the dead zore in the
controller sequence has been represented in the
diagram (Figure 7). In fact, it is not necessary to
make any modification, since switching between
HRW operation and cooling is governed (under
steady-state conditions) by Tg, ~ Ts. As an initially
cool outside-air temperature T,, slowly rises, the
operating state approaches the ( T, — Tg)-axis from
the left. When it reaches the axis, the controller
sequence enters the dead zone and the HRW is
switched off. As long as neither the HRW nor the
cooling coil are needed, the supply-air temperature
T, should be more-or-less equal to T,, 3

3.4 TEMPERATURE STATES
CORRESPONDING TO
CONTROLLER TRANSITIONS

For purposes of processing building data, it is useful
to compare the outside-air temperature with critical
values derived from the relevant boundaries in
Figure 7. For the transition between cooling and
HRW operation, the critical value Ty, =Ts can be

used, so that

Tf)il) =T, (4)

The second, lower transition between cooling and
HRW operation occurs on the boundary for which

(Tu - Ts) = 'W(Toa _Ts)a 5
where 1 is a positive parameter depending on the
thermal transfer capacity of the HRW at maximum
speed, and possibly onT,,, Tg and T; as well
Thus, in terms of this model,

TB?.”=—1TR+[1+—1—]T, 6)
n n

Figure 7

Graphical representation of CAHU

controller operating regimes in terms of
steady-state temperature conditions

{(including the mnemonics for the

corresponding qualitative controller states)
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The analogous formula applying to a bypass mixer depends on ¥, , the minimum proportion of outside air

included in the recirculated mixtre.

Finally, when taking economy control, into account, the relevant critical temperature is

ec) _, (ec)
TBA - TR +Emfoﬂ' »

where €'%)

(7

is a switching threshold incorporating possible hysteresis effects. In the case of the test-site:

3 There will be some slight discrepancy. since T does not follow rapid fluctuations in Ty, exactly. The response of Tg

to changes Ty, is dampened by the heat capacitics of the HRW, heating and cooling coils as well as the ducting.
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£ = 2K ; £l%) = oK (8) ZTable} Qualitative temperature states
The qualitative temperature states are summarized in Qualitative Temperature| Qualitative Controller
Table 3, where they are matched to the State in terms of T, State
corresponding predicted controlier states. In the case o
. . . ) . o T 7imag .
of restricted prediction, States 0, 1, and 2 must be 0. ] Ton < TS U >0; Uy, = U™,
treated as a single group. Uc=0
S . = T2 =0 U = (.
For purposes of testing, it is difficult to calibrate the L. Toa = TEM! Uy =0; Uy, =UP™,
actual factor n for the HRW. Furthermore, the Ue=0
calibration would have to be carried out under §2.|T(H T o TEH Uy =0; 0<u, <up=;
s . . 0A wt Vw0
conditions known to be fault-free, something which Uc=0

cannot be guaranteed in an unknown building under

. . - . - 3 — TED =, =0; =
test. In this situation, it is necessary to manage Ton =Toa Uu=0; Uy =0; Uc=0

without precise knowledge of TP, which {4 |T&" <Ton < T +eor | Un=0; Uy =0; U >0
corresponds to the situation described in Fornera, et
al [1,3.4], described as the restricred qualitative
i N Toa 2 TS +¢
fault-detection scheme. 0A = 104 T Son/oft

Up=0; Uy, =UF™,
Ue.>0

As illustrated in Figure 8, the predicted controller
states in the second and fourth quadrants are necessarily ambiguous. Since in practice we typically observe
temperature states in the first and second quadrants, this ambiguity becomes equivalent to being unable to

discriminate in terms of the lower critical temperature T§,”. We can only identify transitions in terms of TS5’

and T‘“". Either the system is expected to be cooling, or it is expected to exercise a combination of heat
recovery and heating. In terms of Table 3, Qualitative Temperature States 0, 1 and 2 become indistinguishable.

4 FAULT MODELS

Once a fault has been detected following the strategy outlined in the preceding sections, there remains the
question of analysing the observed discrepancies with a view to diagnosing the causes. To be able to do this, it
is useful to predict the observed gualitative discrepancies which might be expected from known faults.
Consequently, it is necessary to analyse relevant fault models in more detail.

Examples of faults in a CAHU include the possible blockage of heating coil (or cooling coil} valves, so that the
heating coil (or cooling coil} cannot fully shut off, or is otherwise constrained to operate within less than its full
range. Another example is a temperature sensor with an offset.

Once the characteristic symptoms of particular faults are known, rules can be derived as to what qualitative
discrepancies (between temperature states and controller states) will be observed under what circumstances.
Whenever a fault is detected, the observed symptoms can be matched to a table of such rules to generate a list of
possible candidate faults compatible with the

observed discrepancy. Figure 9 Characteristic curve of Ty, vs. controller
To analyse graphically what discrepancies are to be state

expected when faults occur, it is useful to develop an 'i\ 2°°"
alternative representation to Figure7.  Figure 7 T, ; P
subdivides a two dimensional representation of the i ’

three relevant temperatures, Ty,, Ty, and Tg, into lTR .

regions rtorresponding to hea'.ting, HRW o;?erat_ion .E;‘ﬂ;ﬂ/z'(;w”/jﬂ/ﬂ/;éf“ ".‘".’L

and cooling. In the alternative representation just 1 loa =% L.

one of the temperatures is plotted directly against the - 70'1_ ' ;Tenedtof sequental
controller state, symbolized by the variable v as used jon s ' : |1 Tudsesomaen
in Figure 6. In the following figures v is used to ? ’-' ; | meease T
furnish a one-dimensional description of the 4 K j P

{quantitative) controller state. i .l ; fr- sianaeros feconomy o,

To obtain a one-dimensional representation of . 1 | (controller state)
temperature, it is convenient to imagine T, T; and : Treating mode]! domper made) \ feactimg mode) v
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Figure 10 Characteristic curve of T, vs. controller Figure 11 Characteristic curve of T, vs. controller

state when the cooling coil is prevented state when the measured value of the
JSrom fully closing outside-air temperature is too high
“\ ’ LB N A "L‘—.—.—...
T . curve when oulside- .
o curve when cooling coil ’ TOA air lemperature ./'
valve cannot fully dose " measurement is offsat U4

faul-f Q- - — - - — b \
T fault-free curve T .. ”: > -‘L ' faul-free curve

|
|
o OA
A x | _’,/ =2 L
LA ) - i |
K | ' Yoo ‘
o
[y \ r
[ I ‘: i r I
g g N U ‘
. ', R | | pmdﬁemudler;tate " . ‘» ! predicted conlroller state
' a moche. e I ! sfandard mode.
S TR | o2 B b 5. > S PR TR e 5 i .
{heating mode) (HRW mode) (cpoling mode) v (heating modz) (HRW mode) {cpoling mode) v
0. 1, 2. 31 4. 5. > 0. 1, R 1 W - o
observed comtroller stat cbserved controller staf
{fauft modef} (fault model;

m to be constant and to plot the controller variable v against Ty, , as depicted in Figure 9. The characteristic
curve shown in this diagram is based cn the assumption that the temperatures, the flow and the controller outputs

are in steady state. Furthermore, for the sake of simplicity, the hysterisis of the economy-mode switching is
neglected.

The effect of the dead zone in the sequential controller program is to introduce a vertical offset at the point
where the supply-air set point is allowed to rise to its upper value.

The characteristic curves shown are indeed qualitative in nature. Neither the heating nor the cooling curve can
be calculated without having reasonably sophisticated quantitative model of the thermal effects taking place. By
the same token, calculating the heat-recovery wheel curves requires knowing its thermal transfer properties for
particular rotation speeds and temperature differences between outside air and return air. In general, this
characteristic curve is monotonically increasing (between maximum heating and maximum cooling) but, in the
absence of an adequate quantitative model, its slope is unknown.

In contrast, the transition points, illustrated by two dots L, and L, in the diagram, can be obtained. L, in

particular is simply determined as T&’ = T,. L, is not as easy to determine since it depends on the performance
of the heat-recovery wheel, but it could be calibrated during the commissioning of the plant.

The kink which appears in the cooling mode curve corresponds to the transition to the economy mode: the
increased slope results from the increased efficiency of cooling when the quantity of warm outside air is
reduced. This suggests introducing a third controller landmark L, corresponding to economy contro! switching.
The corresponding temperature is T, = Ty, as shown in Figure 9.

When a known fault is present, it can be modelled qualitatively in terms of the above characteristic curves. An
example is illustrated in Figure 10, in which the cooling coil valve cannot close completely, but otherwise
operates normally. For warm outside air temperatures, when substantial cooling may be required, the
characteristic curve is normal. However, for controller states to the left of the threshold at which valve blockage
occurs, the same minimal amount of cooling continues to be delivered, and so the characteristic curve remains
flat (at the temperature corresponding to that threshold cooling setting) unti! the transition to HRW operation is
reached. Thereafter, remaining characteristic curve segments are the same with respect to the modified
transition point L),

To illustrate the qualitative discrepancies which may occur, two parallel axes for the controller state are
included: one for the predicted behaviour, and one for the observed behaviour. The predicted behaviour
corresponds to that illustrated in Figute 9. The six predicted qualitative states of the controller, numbered from
0 to 5, are indicated on the upper v-axis the diagram. States | and 3 correspond to the transitions (landmark
values), State 5 corresponds to the economy mode.
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Table 4 Observable qualitative discrepancies for some selected faults
Steady-state . Fault free Symptom || Heater | Cooler | Meas- | Meas-
configuration behaviour cannot | cannot ured ured
switch | switch | Ty, too | Ty, too
off off high low
0 T, <TE? |Un>0; Uy=0 g
Uy =US=; Uy <U™ *
Ues=0 Us>0 ®
1 Toa =T Uy =0; U,>0 e L
Uy =UF™:; tu, <ug= | @
U= Ugs>0 °
2 T <Ty |Un=0 Uy >0 °
Tos < TS 0< Uy, <U§ [U, = Ul ¢
Us.=0 U, = o ®
Ucs>0 g i d
3T =T |Uy=0 Uy, >0
Uy =0, Uy >0
Ug = Uc>0 L4 o
4 T, >TP  |Uy=0 U, >0
U, =0; U, >0
Us>0 U.=0 * ®

The observed qualitative controller states are obtained by extrapolating the temperature values of the modified
landmarks L] and L; to the fault-free curve and determining the corresponding controller values. The
corresponding values have been projected onto the lower v-axis in the diagram. Comparing the two axes shows
that two temperature ranges exist for which qualitative discrepancies will be apparent.

A second example is shown in Figure 1.
temperature by a constant offset.

In this case, the measured T,, exceeds the true outside-air

Symptoms for these two and two other, related faults are summarized in Table 4. It can be seen that for both
temperatures at the landmark transition points, as well as in intervals below these values, such faults are
detectable. Moreover, the presence of the dead zone at the transition between HRW operation and cooling has a
distinctly beneficial side-effect. The transition state (No. 3), instead of being a brief transition, is typically
maintained for significant lengths of time, thereby affording adequate opportunity fo reveal any unexpected
difference between T, and T;.

Table 4 also illustrates a limitation of diagnosis based on qualitative fault detection. It can be seen that the
qualitative “signature” of a heating coil valve that cannot fully close is identical to that of a measured outside-air
temperature that is too low. By the same token, a cooling coil valve that cannot fully close manifests identical
qualitative discrepancies to those which occur when the measured value of the outside-air temperature is too
high. This ambiguity must be resolved by carrying out further diagnostic analysis on the system, in order to
isolate and identify the cause of the fault detected.

Table 4 does not include the analysis of faults around L,. Possible fault symptoms associated with economy
control are considerably more subtle. The controlier behaviour around L, and L, depends only on the measured
value of T, together with the (implicit) physical dynamics of the system. In this case, T, and T, effectively
serve to provide an independent check that the system is working properly. In contrast, the transition point L,
makes use of all three temperatures, so that the same type of check lacks the required independence. An offset
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in the measured value of Ty, , for instance, would nof reveal an obvious fault around L, because the controller is
using the same measured value as the fault detection system.

5 STEADY-STATE DETECTION

5.1 GENERAL PRINCIPLE

The prototype steady-state detector described by Glass, er af [2,5,7,8], was successfully applied to the data from
the test site. The essential theoretical issues are described elsewhere [12] and an altemative approach has been
used by, for example, Dexter & Benouarets [20]. Basically, the steady-state detector used computes
geometrically weighted averages and variances, which has two advantages:

e the computations can be carried out recursively

e the attribute “quasi-stationary” can reasonably be applied to the last measured time point; this SDD is
especially sensitive to departures from quasi-stationarity.

To briefly review its definition, if one denotes the sequence of data by
{xo,x,,xz,...,xn}, )]

the geometrically weighted average is defined by

ian-kxk
xn(a) k=0

~ n
an-—k

where a is the geometric weighting parameter, constrained to the range 0 < a < 1. The corresponding variance
is defined by

, (10)

Samt (xk -X, (cat))2
Sia)=*=2—— . an

The variable x, is deemed to be in steady state whenever the weighted deviation falls below a pre-determined
threshold g [or, equivalently, the variance falls below £2;]

S, (@)<eg. (12)

The parameter & can be related to the characteristic time 1. of the response of the SSD to a step change in the
input sequence. The effective time “window” is about three times this parameter.

Tss
o= =t 13
T +AT (13

where AT is the time increment between measurements.

5.2 TUNING THE STEADY-STATE DETECTOR

Tuning the SSD requires choosing appropriate values of both the threshold €5 and the time parameter 14 in
relation fo the dynamics of the test object. The tuning procedure described was developed by Gruber [11], and
the reader is referred to that paper for the details. Basically it proves possible to work with a limited set of plant
specifications, provided the system is known to be properly tuned. The correct controller settings provide the
necessary implicit information conceming the plant and building dynamics.

The rates of thermal transfer of the heating coil, heat-recovery wheel and cooling coils are needed together with
the air flow. All of these parameters should be available from plant design and installation specifications. In
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addition, the controller settings are required, which can be extracted from the BEMS. To apply the ideas to the
test-site plant, the following equations from [11] are relevant?:

5.2.1 Time window for the steady-state detector

Characteristic time responses of the controlled heating coil, heat-recovery wheel and cooling coil are computed

separately, Taking the heating coil first, its settling time 11, ¢ in response to a change in the supply-air set

point TSF is estimated. The relevant expression is

o
H n
Tsmle,S? =3 2§2K KH > (14)
H ™"
where
K, =24, (15)
cm

-r': and K™ are the PI controller parameters, QH is the maximum rate of heat transfer of the heating coil, m is

the mass flow of air through the CAHU. In this context, £ is a dimensionless parameter relating derived from

the type of response the controiled system makes to a step change of its set point, and in a correctly tuned system
it must be chosen in the range

04<E<0.7. (16)
Values of £ closer to the upper value are to be preferred.

In the case of the plant under test, the specifications are m=5.23kgfs, Q, =51.4kW, 1 =120s, and
KF=010K™.

In the case of the heat-recovery wheel, the formulas derived for bypass dampers are applied directly. In the test-
site CAHU the PI controller parameters are 1), =180s and K" =0.13K™' . The nominal rate of heat transfer is

Q. =141 kW but this figure is considerably influenced by the temperature difference T, - T, (see Gruber

[11]), so that for purposes of estimation we use Q™ = 50 kW . The settling time 1\, which is defined a 3
times the characteristic decay time of the response to a step change of set point, is given by

w
Tl'l
Tole.sp =3Wa (17
T
where
2 (efT)
giem = Qv (18)
<in

In the cooling coil at the test-site, the rate of heat transfer is Qc = 100kW , and the P! controller parameters are

1$ =120s and K& =0.06K™. The settling time 1, ¢ is given by a formula slightly different from those
above:

1o(1+ K K€
T::t.uleSP =3_(“‘z_”£"'c_)“, (19)
' 287K K,
where
Ke= 9£ (20)
cim

4 Some of the notation has been changed slightly from that in the original paper.
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Since the steady-state detector itself has an exponential-decay response to step changes in the measured signal,
Tgs should be compared directly with exponential response times rathet than the seftling times themselves.
Consequently, if the steady-state detector is to be matched as closely as possible to the response times of the
plant, the following value should be used

C C

s s taes | " ¥ Tt (1+KKT)
Tgg = Max ) = max 7 H* Azl W 7 <
EIK L KP T 28K KT 282K K

, ' 21
3 3 3 @h

In view of the observed behaviour of the tuned CAHU, it was deemed reasonable to take & close to its upper
limit

(22)

Applying this value of £ and the plant specification data to the above formulas, the resulting estimate of t4 is

1gs = max{360s, 454s, 660s} ~12min., (23)

5.2.2 Threshold values for the steady-state detector

The threshold values are set in response to two considerations. One is that the minimum threshold eg}
pertaining to the supply-air temperature T, must take residual high-frequency noise in the signal into account,
whose standard deviation is denoted here by o, . In the case of the test data, a minimum standard deviation of

Ts under stable operating conditions was found to be approximately o =0.1K. Secondly, in view of the fact

that the response of the supply-air temperature to step changes in its set point is approximately exponential,
some further allowance has to be made for the residual effect of such a step change after the settling time
Tyemesp» Which is approximately 5% of the original step. The residual amount is denoted by &; , and the

resulting modification to the threshold e is given by

el =02 +82 . ' (24}

Given that supply-air set point changes of up to 5K might be expected, the resulting residual disturbance is
8y, =0.25K, and consequently €45 is estimated at

£ = 0.27K, (25)

To apply the same idea to the outside-air temperature, the standard deviation g which would lead to the

observed minimum standard deviation of the supply-air temperature is estimated. The relevant formula in the
context of the test-site CAHU is

‘E e
Os, = 0.821f+':“5'-T'-SlcTs . (26)

where AT is the sampling time of the signal. Thus a value of g =0.49K is estimated. Given that the

maximum sudden changes observed in the outside-air temperature were of the order of about 2K within the
space of half an hour, the relevant residual response to a step change was estimated at 3; = 0.1K. The resulting

threshold is given by

s = Joi +82 @7

resulting in an estimate €53 = 0.50K .
For practical purposes, the following, rounded values were used in processing the test data:

E;ss =03K, ‘ £:2 =0.5K, (28)
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6 THRESHOLDS FOR CLASSIFICATION OF QUALITATIVE STATES

When classifying temperatures and controller outputs
in terms of qualitative states, the question of ZIigurel2  Graphical representation of prediction
threshold tolerances must be addressed. For the scheme as applied to building data
testing of building data described below, a fairly

pragmatic approach has been used, using values (05050 =
derived from the tuning of the steady-state detector.

\:c‘,' [{SLO. BETW, CLOG

. . . N & Ty

Referring to the classification concepts shown in g SSRGS,

Figures 7 & 8, further relevant details pertinent to the om0 Mk oy,

procedure actually implemented are illustrated in i @ T"“:Ie@

Figure 12. The operating points actually encountered = 3

were all in the upper half-plane of the diagram, in b

which T px
T>T, 29) ;

as may be reasonably expected under steady-state - (5L, WAK, NCLO) F,frf

operating conditions. The qualitative states labelled ) R | O M =

“0“, “111, “2‘!’ w3 g g coITeSpond the Clas_sif'tcation ':(T"C’ 5. oFF GLO =

in Table 3. State 0 denotes heating coil operation, - IS BETW. CLOI

State 2 heat-recovery wheel operation, State 4

cooling coil operation, and State 5 cooling coil

operation in the economy mode, in which the heat-recovery wheel provides additional cooling. State 1, on the
diagonal boundary in the second quadrant, corresponds to the transition between heating and heat recovery,
while State 3, on the vertical boundary, corresponds to the transition between heat recovery and cooling.

The transition to economy mode is nof represented by a separate qualitative state. In this instance, there is a
hysteresis effect between States 4 and 3, as illustrated by the region of overlap. Whenever the outside-air

temperature T, is rising, State 4 persists to the right of the main diagonal boundary in the first quadrant until it

reaches the second, parallel boundary, before switching to State 5. Conversely, whenever T,, is falling, the
transition from State § to State 4 is deferved until the main diagonal boundary is reached.

6.1 BOUNDARY TOLERANCES FOR THE CLASSIFICATION OF TEMPERATURE
STATES

6.1.1 Boundary tolerances for the general classification scheme

At the vertical and diagonal boundaries corresponding to transitions in the CAHU controller sequence, a
tolerance £ has been introduced. The temperatures are deemed to be in State 3, whenever

ITOA - ng\”[ = |To — Ty| <5 . (30)
The temperatures are deemed to be in State 1, whenever
[Tox - T52] < £8. 31)

In the investigations carried out, the steady-state threshold for the supply-air temperature (derived in the
preceding section) was used directly for the tolerances in both (28) and (29):

ef =g = 03K . (32)

6.1.2 Boundary tolerances for the restricted classification scheme

In the plant investigated, it was not possible to estimate the slope the heating/heat-recovery boundary with
sufficient reliability. Consequently, the restricted classification scheme pertains as shown by the shaded areas in
Figure 2. In an orthodox application of the restricted qualitative classification scheme (29} is replaced by

T, - Ty <&¥. (33)
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In practice, however, temperatures were still subjected to a formal classification on the basis of Table 3.
Discrepancies between predicted and observed values were simply ignored if both the qualitative states involved
were chosen from among State 0, 1 & 2.

6.2 BOUNDARY TOLERANCES FOR THE CONTROLLER OUTPUTS

Corresponding tolerances for the controller transitions can be derived. The factors K,,, K& & K, specified

above in (14), (17) & (19), respectively, describe the steady-state response of the supply-air temperature T, to

changes in the controlier output to a particular CAHU component. For instance, if the cooling-coil is in
operation,

AT, = K AU, =S—r§AUC. (34)

Thus, substituting €9 for AT, and €] for AU, and solving, the appropriate tolerances for the controller are
obtained:

Q Q Q

Q ET . Q 8T . Q ET
E = — E = —— E = . (35)
u s Uy (eff) ? U
H K K‘c,, € KC

For the building data analysed in the following section, the corresponding numerical values are

eg =0030; ed_ =0010; gg. = 0015. (36)

7 TESTS ON BUILDING ENERGY-MANAGEMENT SYSTEM DATA

For testing purposes, a medium-sized commercial building occupied by the Landis & Gyr Corporation was
selected in Central Switzerland. Working in collaboration with the staff responsible for operating the building
energy management system, arrangements were made to monitor relevant building data on a regular basis over
the course of several months.

For purposes of qualitative fault detection, special consideration had to be given to the frequency with which the
data were collected, since the data must be pre-processed to identify quasi-stationary states of the BEMS.
Normally a large selection of data points was registered every 10 minutes. For qualitative testing, however, the
relevant temperatures and CAHU controller outputs were recorded every minute during the month of May, 1995.
The plant investigated was the central air-handling unit serving the Farex ceiling coolers as described above and
illustrated in Figures 3 & 4.

The testing programme had rwo goals:
e to determine approximately how often quasi-stationary states of the system could be expected to occur, and

e to apply the qualitative fault-detection method to the building data, but withour knowing in advance whether
faults might be expected to be present.

As described in the previous section, having reviewed the plant specifications, the steady-state time constant T
was set at 12 min. The residual high frequency fluctuations in the supply-air temperature T, were estimated
using the building data. Giving due consideration to expected step changes in T; and T,,,, thresholds of 0.3K
and 0.5K respectively were used. The value 15 =12min. was applied to Tg, T,,, and T,. The same threshold
was used for both T; and T, .

A typical run is illustrated in Figure 13. The upper graph illustrates the outdoor, return and supply-air
temperatures Tg,, Ty and T;® for a duration of 24 hours on May 8, 1995. The system is operated between the
hours of 5:30 and 19:30, during which the supply temperature is maintained between the lower and upper set-
point values of 16°C and 20°C respectively. Qutside these times the supply-air temperature was not controlled.
The second graph iltustrates the controller outputs for the same period. It may be noted that the May 8§ data
shows the system operating in economy-mode between about 12:00 and  19:00h.

5 For technical reasons Tos, Te. Ts and TS' are shown in the graphs as “Toa”, “Tr", “Ts" and “Ts_sp” respectively.
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Figure 13 Building data test: temi:eratures, controller outputs, SSD
& qualitative FD analysis on day when no fault evident
Sennweid data: Mon., 08.05.1995: Toa, Tr, Ts, Ts_SP
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Top Graph:  Temperatures Ty,, T, T, & Ty .
2nd Graph:  Controller outputs Uy, Uy, & U,.
3rd Graph: Steady-state status of T, Ty, Ty & all 3 simultaneousty.

Bottom Graph: Qualitative temperature & controller states; CAHU fault-
detection alarm status (only activated between 3:30 and

19:30 each day).

The third graph in Figure 13
illustrates the results of filtering
the three temperatures with
steady-state detectors. The top
curve is the binary (logical 0 or 1)
output of the SSD acting on T,,.
the second curve the same for T,
and the third the same for T;. The
bottom curve is the output
showing  when  all  three
temperatures are deemed to be
simultaneously quasi-stationary.

The bottom graph compares the
qualitative temperature states with
the gualitative controller states. In
spite of the fact that the restricted
Jfault-detection scheme was being
applied, both controller states and,
in particular, the temperature
states have been classified in
terms of the full discrete scale,
ranging from ¢ to 5. In order to
classify the lower temperature
states, a formal value of n=0.25
has been used in the expression
for TE” (Equation (6)). This
value is in fact based on the
specifications supplied for the
heat-recovery wheel. However, in
the absence of careful calibration,
it may not be supposed
sufficiently accurate for reliable
fault detection around the relevant
operating points.

The bottom curve is an alarm
state, taking the values 0, 0.5 or 1.
An alarm was flagged, if
simultaneously:

» the system was in normal
operating mode (between the
hours of 5:30 and 19:30),

e all three temperatures were
quasi-stationary, and

e a discrepancy between the
qualitative temperature state
and the qualitative controller
state was observed?,

A full alarm was flagged if the
qualitative ~ temperature  state
differed from the qualitative
controller state by more than one

S A discrepancy in the sense of the restricted scheme requires that one of the states be at least Level 3. since States O, 1 & 2
are lumped together (compare Figures 7 and 8).
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Figure 14  Building data test: temperatures, controller outputs, SSD &
qualitative FD analysis on day when fault evident
Sennweid data: Wed., 10.05.1995: Toa, Tr, Ts, Ts_SP
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2nd Graph:  Controller outputs U,,, U, & U..
3rd Graph:  Steady-state status of T, , T, T; & all 3 simultaneously.

Bottom Graph: Qualitative temperature & controller states; CAHU fault-
detection alarm status (only activated between 5:30 and

19:30 each day).
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level, otherwise a 50% alarm was
flagged. The reason for making
the distinction, is that an
observed discrepancy involving
neighbouring qualitative states
could conceivably result from
quantities close to the adjacent
borderline. It is desirable to
ensure that observed
discrepancies result from
quantitative differences
exceeding a reasonable mimimum
tolerance, and the simplest means
of ensuring this is to require that
qualitative states differ by rmore
than one level.

Looking at the results of the
steady-state analysis, it may be
noted that for about 50% of the
operating period 5:30 to 19:30 all
three emperatures arg
simultaneously quasi-stationary,
This  proportion is  certainly
adequate to ensure that steady-
state fault detection procedures
have a fair opportunity to discern
possible discrepancies. However,
on this particular day, although a
persistent  discrepancy between
the qualitative temperature and
controller states can be observed
between about 8:00 and 11:00,
the associated alarm -was very
brief, because the system was not
sufficiently stationary. In fact
during this time, the controller
had entered its dead zone and the
supply-air  temperature  drifted
between its lower set point and its
upper set point.

Figure 14 illustrates comparable
data recorded on May 10, during
which the outside-air temperature
did not go high enough to cause
the system to operate in economy
mode. During the main operating
period 5:30 to 19:30 the system
was found to be quasi-stationary
approximately 80% of the time.
As can be seen in the top graph,
the  outside-air  temperature
remains above the supply-air
temperature from about 9:00 to
19:30. In spite of that the heai-
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recovery wheel continues to operate as late as about 15:00. As may be expected, the fault detection analysis
shows a persistent discrepancy between the qualitative temperature and controller states. In this case, a persistent
alarm results.

The observed symptom is compatible with both a cooling coil valve that cannot switch off and an outside-air
termperature sensor that yields measurements above the true value. In this case, other evidence supports the
diagnosis that the outside-air temperature sensor yields measured values that are too high. In the May 8 data, for
instance, the dead zone between the lower and upper supply-air set points shows a difference of about 3K
between the outside-air and supply-air temperatures, although they ought to be more-or-less equal.

8 GENERALIZATION AND APPLICABILITY

Classifying the examples from Fornera er af [1.3.4] in terms of transition points of the sequential controller lends
this class of faults generic character, which facilitates its generalization to other systems. It has been successfully
generalized to a related system in which the bypass dampers have been replaced by a heat recovery wheel.

It should be noted, however, that a feature of the system considered is that the transitions occur at the ends of the
operating range of the bypass dampers, in which the relevant quantitative models are comparatively simple and
reliable. In other words, the effects of adjusting the dampers is highly predictable. If one attempts to apply the
same idea to the VAV boxes, for instance, one comes up against the obstacle that the loads in the zones are not
predictable in practice, which makes determination of the conditions for transition more difficult.

Even within the central air-handling unit, the controller transition at the lower end of the range can only be
utilized for fault detection if the system has been calibrated under fault-free conditions. The mintmum prescribed
proportion of outside air leaving the bypass dampers must be maintained as specified. Likewise, the performance
of a heat recovery-wheel operating at maximum capacity must be known in order to utilize the lower critical
temperature at which the heating coil may be expected 1o commence operation.

A more serious question is the applicability of methods which require steady states to be achieved which may not
occur in the course of normal operation. In the plant considered, quasi-stationary states were in fact observed to
occur satisfactorily often during normal operation. If this had not been the case, there would still be possibility of
active testing (HVAC building tests during night-time, for instance) as opposed to simply monttoring the data.

9 CONCLUSIONS AND OUTLOOK

The fault detection strategy considered here detects faults in a central air-handling unit by analysing certain
steady states of the plant (or a subsystem of the plant) in terms of gualitative criteria. In the overall FDD
strategy, however, at least some quantitative pre-processing of data is required. In particular, the building
energy-management system data must be filiered to detect quasi-stationary states. Symptoms arising from single
faults can be detected under suitable temperature and controller conditions. If multiple faults are assumed, the
expected qualitative symptoms are, in general, not uniquely determined. Diagnosis tables of single faults can be
compiled from qualitative fault models. However, typical fault symptoms, even when observed in different
temperature states, do not lead to unigue diagnoses.

The steady-state detectors were tuned using the practical criteria for time-frame and threshold parameters
developed by Gruber [10,11]. Analysis of data from six consecutive working days in May, 1995, in which the
SSD thresholds were chosen to match a residual “noise” level of 0.3K in the supply-air temperature and 0.5K in
the outside-air temperature, revealed that quasi-stationary states were maintained on average approximately 65%
of the time during operational hours. A more stringent threshold of 0.1K for the supply air and 0.3K for outside
air still resulted in an acceptance quota of 20% on average. Thus attaining steady state in a reasonably tuned
plant does not pose a practical barrier to the application of this method.

The data collected during May proved to be suitable for testing in that the outside-air temperature was frequently
in a range around the expected transition between heat-recovery-wheel operation and cooling, Moreover, the
sequential controller has a dead zone in the supply-temperature set point at this ransition, thereby increasing the
chances of detecting faults around this operating point. Previous evidence had indicated that the outside-air
temperature measurement is often a few degrees in excess of the correct value. Examination of the data indicated
that during extended periods when the outside-air temperature exceeded the supply-air temperature the system,
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instead of cooling, was either operating the heat-recovery wheel or was in transition between heat-recovery and
cooling. Using the more conservative steady-state detection threshold, the qualitative fault detector flagged a
fault on average 30% of operational time during the six working days tested.

These results adequately demonstrate that the qualitative fault-detection method can be practically and usefully
applied to monitoring central plant performance in real buildings.

Possible future work includes adapting the above fault-detection method to monitor building energy-management
systemn data on-line. This requires programming the method to operating within the BEMS software. In addition
qualitative techniques described might possibly be applied to additional HYAC systems. Finally, the possibility
of applying qualitative methods to the analysis of transient behaviour (cf. work by Koch [21]) or to other non-
steady-state situations needs to be investigated.
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ABSTRACT

The paper describes a semi-qualitative model-based
method of fault diagnosis that is suitable for generic applica-
tions over a range of different sizes and designs of heating,
ventilating, and air-conditioning (HVAC) plant items, such as
terminal boxes and heating coils. The method requires no
training data from the actual plant and is suitable for real-
time implementation in packaged digital controllers or in the
outstations of energy management and control systems. The
scheme uses reference models describing faultfree and faulty
operation that are generated from data produced by simulat-
ing a number of plants of the same type as the plant under test.
The method of diagnosis takes account of the ambiguity intro-
duced by using such generic reference models that can arise if
the symptoms of correct and faulty operation, or of different
Jaults, are similar at certain operating points. The results pre-
sented demonstrate that the scheme can successfully detect
and idertify faults in the cooling coil subsystem of an gir-han-
dling unit. ' '

INTRODUCTION

It is difficult to obtain adequate representations of the
complex, ill-defined, and often highly nonlinear behavior of a
faulty plant for use in fault-diagnosis schemes (Frank 1992).

.Qualitative mathematical models called fuzzy models have been
proposed to take account of the uncenainties and imprecision
associated with describing the behavior of such systems (Sugeno
and Yasukawa 1993). A fuzzy model consists of a set of 1F-
THEN rules that describe the essential features of the behavior
of a system. A particular mode] is defined by the fuzzy sets that
are used to describe its inputs and outputs or by a fuzzy relational
matrix that indicates the extent to which each rule correctly
describes the behavior of the system around a particular operat-
ing point (Yager and Filev 1994). The rules may be based on

Mourad Benouarets, Ph.D.

~ expert knowledge or may be generated from measured data

taken from the plant.

In practice, it is unlikely that data that are representative of
faulty behavior can be collected from the actual plant, since it
would normally be unacceptable to introduce faults in an occu-
pied building and the physical defects that cause some faults are
difficult to reproduce (for example, water-side fouling). Generic
fuzzy models, which describe the underlying behavior of a class
of plants of a similar design, must be used where it is impossible
to obtain detailed information about or measurement data from
a specific plant. Either domain knowledge or data produced by
computer simulation of plants of similar design, with and with-
out the faults, can be used to create models of this type (Benou-
arets et al. 1995). The development of suitable generic models
involves a number of issues, such as the appropriate choice and
normalization of the input and output variables, the size of the
class to be represented, and the modeling accuracy demanded by
the particular application. Models that are too generic must be
avoided since they may not allow the fault-diagnosis scheme to
distinguish between correct and faulty behavior of the plant
(Dexter and Benouarets 1995).

FUZZY FAULT DIAGNOSIS

The fuzzy-model-based fault-diagnosis scheme proposed
here identifies faults by comparingapartial model that describes
the current behaviorofthe system with a set of generic reference
models. One of the reference models describes the correct oper-
ation of the system and each of the other models describes the
behavior of the system in the presence of a particular fault. The
partial model is identified on-line from the measured data using
a numerically simple fuzzy identification scheme that requires
minimal processing power (Xu and Lu 1987), The identification
scheme, which does not involve optimization and uses fixed
reference sets, estimates values for the elements of a fuzzy rela-
tional matrix, each element of which specifies the credibility

- with which an associated rule correctly describes the behavior of
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the systern. The values are in the range of 0 to 1, where a value

of 0 indicates no confidence in the rile and a value of 1 indicates

complete confidence in the rule. An overview of the scheme is
shown in Figure 1. The data-processing unit comsists of a
‘moving-average filter (which removes any high-frequency
noise) and a transient detector (which determines whether the
system is sufficiently close to steady state if static fuzzy refer-
ence models are to be used) (Maruyama et al. 1995).

Sysiem

V

Data Processing Unit

v

Fuzzy Identification

Training Data

+
Expert Knowledge Fuzzy Partial

Model
v —

Fuzzy Reference Fuzzy Fault Diagnosis
Models . :

| Model | | Fuzzy Marching
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Combination
of evidence

v
Degrees of Belief

Figure 1 The fault diagnosis scheme.

The term partial model is used since the model only
describes the behavior of the system at the current operating
point and will have a large number of nules whose credibilities
are zero. Since the reference models describe the behavior of the
system at all possible operating points, they will have many inore
rules with nonzero credibility values. The rules of the partial
fuzzy model are compared to the rules of the fuzzy relerence
models, using a fuzzy matching scheme (Dexter and Benouarets
1994). A degree of similarity, S, of the fuzzy models is calculated
by considering the models themselves as fuzzy sets with discrete
membership functions defined by the credibilities of the rules.
For example, the degree of similarity between the partial model
{Rp) and one of the reference models (R;) is given by

2_‘_ m:’n{rﬂp(n), rR,-(")]
S(RP’ R) = = ,

"ﬁ "R,(")

M

where rg (n) and rg(n) are the credibilities of the nth rule in
the parual mode] and the ith reference model, respectively,
and N is the number of rules in the models.

In practice, the symptoms of the behavior described by the
partial model may be similar to those described by more than one
of the reference models. The same approach can be used to
calculate the degree of similarity of the partial model and any
two or more of the reference models. For example, the degree of
similarity of the partial model and two of the reference models
{R)and (R )lsglven by

5: min[rg, (1), 75 (%), 75 ()]
S(Rp R, R) = = .

2)
ug 1 TR’(H)

The results of the diagnosis will be at least partially ambig-
uous whenever the generic reference models of faultfree and
faulty operation, or of different faults, exhibit similar symptoms.
The ambiguity must be taken into account in the diagnosis if it
is not feasible to install additional sensors to allow unique symp-
toms to be observed at all operating points. A measure of the
level of ambiguity is obtained by calculating the similarity of the
partizl inodel and a particular reference model and all of the other
reference models (Dexter 1995). For example, in the case of M/
reference models, the ambiguity associated with the rth ruie of
the partial model and the referen~e model R; and the r#h nule of
all of Ue other refcrence modcls is given by

()

Similarly, the ambiguity associated with the nth rule of two
reference models, R; and R; and tLe rth rule of all the other refer-
ence models is given by

ha, (n)

lk,(") = min[rR’(n), rR‘_(n), irm:,vc;"= l",”.{r‘,?'(m)}].

-. M @
= mu:[rkr(n), ’R,.(")’ ’RJ(")’ max;_ ,”-,-,j{rkl(u) il
The degrees of similarity and ths levels of ambiguity are used
to generate the strength of the evidence (called a normalized
basic assignment) that the system is in any one of tire set of
possible operating states. For example, the strength of the evi-
dence m({R;}) that the systen: is in the state described by the
reference model R; is given by

m{{R;}) = S(RP,R,-)—A& (5)
where the totn] an:biguity, Ag,s associated with the reference
model R; is given by

¥ 2 (m
Ap = L...._

©
3 e (m)

n=1

In the sanie woy, the degree to which the partial mode] is
_only sitnilar 16 beth R; and R; ic wsed to estimate the stength of
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Figure 2 Fuzzy partitions of the inp